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Present step and ramp edge models are inadequate for the edges detected by multi-resolu-
tion operators. Since the isolated edges rarely occur in the real scenes, we propose new edge
models based on the pulse and staircase functions. In these models we include the effect of one
edge on a neighboring edge. This effect propagates through to the higher operator sizes.
Depending on the mutual polarities of the steps in the staircase and pulse functions, the edge
points related to these discontinuities attract or repel each other when the operator size
increases. In the case of staircase function, when the edge points attract each other at some
scale they collapse into one. © 1986 Academic Press, Inc.

1. INTRODUCTION

Edge detection is the first stage in most computer vision systems. Past experience
with various edge operators has indicated that the problem of detecting edges in real
scenes is extremely difficult. In an image, changes of intensity take place at many
spatial scales, depending on their physical origins. Therefore, the detection of all the
significant edges present in a scene requires that an edge operator be applied at
various resolutions so that the discontinuities in intensities at all levels can be
captured. An edge detection scheme based on the multiscale analysis performed
with filters of different sizes was first introduced by Rosenfeld and Thurston [22].
Recently, Marr [18] argued on these same lines by proposing multiple-size Laplacian
of Gaussian operators. In his approach, the image is convolved with the Laplacian
of Gaussian operator and the edge points are detected by locating the zero-crossings
in the convolved image. Operators of various sizes are used to separate the intensity
changes at multiple scales.

Once the discontinuity points' are detected at multiple scales,? the next step is to
manage them efficiently. This problem has been called a channel integration

*This research was jointly conducted at the RIES Computing Research Lab of Wayne State University
under contract from Industrial Productivity and Products Research Institute, and at the Robotics
division of CRIM at the University of Michigan under U.S. AFSOR Contract F49620-82-0089.

'We will use the terms discontinuity and edge points interchangeably.

2The use of the term “scale” has been confused in the literature. One interpretation of scale is the
degree of smoothing, which essentially can be controlled by varying the variance of Gaussian. Scale has
also been related to the rate of intensity changes in the gray level images. Since both of these are closely
related in multi-resolution edge operators, we will use this term for both contexts without attempting to
resolve the confusion.
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problem. A set of discontinuity points detected at one scale is called a channel, so
the idea is to combine all channels to come up with some representation which is
better than any single channel independently.

One point of view has been that, at the lower scale, many edge points are
obtained because some false edges are also detected, so an effort should be made to
remove the false edge points. Eklundh, Elfving, and Nyberg [8] do exactly this. They
apply a threshold to the magnitude and the direction of edges in order to remove the
false edge points. The removal of some edge points in the busy areas usually creates
gaps in the edge contours which are otherwise closed. Next, they fill up the gaps
between any two end points of a broken contour, guided by the “good continuation
measure.” The good continuation measure is the function of the distance between
two end points and the angle between the line joining these two points. The problem
with this approach is that it uses the thresholding explicitly. The determination of a
threshold for the real scenes is not an easy task.

Witkin [25] presented a scale-space filtering approach to this problem. In his
approach, he convolves the signal with the second derivative of multiple-size
Gaussian filters and detects the zero-crossings in the output of the filters. These
zero-crossings, when plotted in (x, 6) space, form the closed contours. In order to
simplify the representation, he proposed a ternary tree of zero-crossings called an
interval-tree. The interval-tree transforms the zero-crossings contours into a data
structure which can be easily handled. By proposing the scale-space approach,
Witkin not only reaffirmed the importance and complexity of this problem but also
intrigued many researchers, see {28, 26, 27, 2, 3, 16, 17, 7, etc.].

Witkin’s elegant approach motivated us to consider this problem in more detail in
order to get a better understanding of scale-space in quantitative terms. In the long
term our aim is to characterize the scene using a set of primitives. We expect that
this can be more easily achieved by fitting primitives. In this way, we plan to use
a priori knowledge about the behavior of the primitives in the scale-space in order
to get a consistent fit of primitives at all scales.

In this paper, we consider the known edge models and study their behavior in the
scale-space. We have found that modeling edges using step and ramp functions is
inadequate for multi-resolution operators. It is noted that in real scenes isolated step
and ramp edges are rarely encountered. In the case of edges which are present close
to each other, at the bigger operator sizes one edge affects the neighboring edge.
Therefore, in this case, the behavior of such edges at bigger operator sizes is not
similar to the behavior of an isolated edge. We will present new edge models based
on the pulse and staircase functions. The pulse and staircase functions have two
discontinuities close to each other. We find that, depending on the mutual polarities
of the steps in those functions, the zero-crossings attract or repel each other as the
operator size increases.

In the next section, we review the related work on edge operators. In Section 3,
we define the second derivative of Gaussian operator and in the process present
notations utilized in the paper. Sections 4.1 and 4.2 treat the step and ramp edge
models and analyze their behavior at multiple scales. We have devoted Sections 4.3
and 4.4 to the discussion of the pulse and staircase functions. Section 5 examines the
zero-crossing contours related to the intensity functions considered in Section 4. The
noise analysis is presented in Section 6. Finally, in Section 7 we extend our results
for two-dimensional images.
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2. EDGE OPERATORS

Most previous operators, e.g., those of Beaudet, Robert, and Sobel, were differen-
tial in nature [4, 21]. These operators essentially measure the first derivative in the
spatial domain, which gives a rate of change of intensity values. The points where
the local maxima of the first derivative occur are declared as the edge points. These
maxima are located by using thresholding. Marr and Hildreth [19] proposed the
Laplacian of Gaussian operator. Under certain conditions the Laplacian approxi-
mates the second derivative [15]. Therefore, the locations of zeros in the Laplacian
of image signify the locations of extrema in the first derivative. The main motivation
for this operator was biological vision systems, because the output of this operator
resembles the response of the center-surround cells found in biological visual
systems. When Marr and Hildreth used this operator at multiple resolutions in their
work, it was the first time that large mask sizes were used. In comparison to the
previous commonly used 3 X 3 masks, the smallest mask they used was 31 X 31. It
was found that the larger operators were able to suppress the noise to some extent.
The next problem was to combine the output obtained from variable-size operators.
They suggested a criterion that the zero-crossings that coincide over several scales
are physically significant. This claim, however, was never justified.

In the recent literature three more edge operators for detecting step discontinui-
ties have been proposed: Haralick’s zero-crossing operator [10, 11, 12, 13], Canny’s
edge detector [6] and Torre and Poggio’s operator [23].

Haralick fits a bi-cubic polynomial to the neighborhood of a pixel. He computes
the first and the second directional derivative in the direction of the gradient of the
intensity function in terms of the coefficients of the polynomial. The coefficients for
a given pixel location are found by using a least-square fit to the gray level
neighborhood of the pixel. A given pixel is declared as an edge point if (i) the first
derivative is above some threshold and (ii) the second derivative is equal to zero.
There are two main differences between Haralick’s operator and the Laplacian of
Gaussian operator. First, Haralick’s operator is directional while the Laplacian of
Gaussian is not. In 2D images at the points where Laplacian does not approximate
the second derivative, Haralick’s operator correctly detects the gray level changes in
comparison to the Laplacian of Gaussian operator. Second, Haralick’s operator
needs an explicit thresholding for the first derivative, while the Laplacian of
Gaussian operator does not require the thresholding.

Canny [6] proposed an edge operator for detecting step edges. This operator has a
shape similar to the first derivative of Gaussian. In order to detect edge points,
Canny finds out the extremas in the first derivative which are essentially zero
crossings in the second derivative. Canny has claimed that Haralick’s operator is
equivalent to his operator. He further proposed that the bi-cubic is the only
polynomial which can be used in Haralick’s zero-crossing edge operator in order to
get an optimum edge operator for the step edges. If the degree of polynomial is
changed, the operator would not be optimum. His argument is based on the
comparison between the graphs of the first derivative of Gaussian operator and
Haralick’s operators.

Canny’s first derivative of Gaussian operator is designed for detecting the step
edges, but the methodology he has developed can be used to come up with an
operator to detect any other function, e.g., ramp. He has also proposed that his
operator should be applied at various scales. When comparing Canny’s operator
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with Haralick’s operator, one may raise many interesting questions: Do we need to
apply Haralick’s operator at multiple scales? If so, what is the scale in the Facet
model? Is it the degree of polynomial or the neighborhood size, or both?

Recently Torre and Poggio [23] proposed another edge operator which also has a
shape similar to the first derivative of Gaussian. In their approach they use the fact
that the numerical differentiation of intensity function is an ill-posed problem. They
show that the edge detection scheme consists of two steps: the filtering step and the
differentiation step.

It is interesting to note that these three edge detectors proposed by Haralick,
Canny, and Torre and Poggio have similar shapes, even though they were designed
by completely different approaches.

3. LAPLACIAN OF GAUSSIAN OPERATOR

In this section, we describe the Laplacian of Gaussian operator and introduce
some notations which will be used in this paper. For simplicity, we will consider
only the 1-dimensional case here. In Section 7, we will discuss the 2-dimensional
case.

For one dimension the Laplacian becomes the second derivative. We denote the
zero mean Gaussian density function with variance o by g?(x). Neglecting the
multiplicative constant, g°(x) is given as

g°(x) = e/ 1)

Let v? represent the Laplacian (second derivative) for two dimensions (one
dimension), and “ *” represent the convolution operation.
The second derivative of Gaussian is given as

¢ = vi(x) = (1 — x¥/a?)e /2" (2)

The response of this operator for an input function f(x) can be computed by
evaluating the following convolution integral:

ho(x) = f(x) 9 %g°(x)
K(x) = [ fle=me(n) dn. (3)

Using the linearity property of convolution, Eq. (3) can also be written as

h(x,0) =v2[f(x)*g°(x)].
The convolution integral for the discrete domain changes to summation as
1 a=(m-1)/2
iy=— X  flo) - ¢(i-a)

M 4= —(m—-1),2

where m is the size of the image. Since ¢° is circular symmetric, the above equation
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can be rewritten

1 a={(m—1)/2
RO=— X fi-a) ¢(-a). (4
a=—(m-1)/2

According to the above equation, the response at a given pixel location is the
weighted sum of its neighboring pixels. The discontinuities in f(x) are related to the
zero-crossings in 4°(x). The positive zero-crossing can be defined as follows: if

lim, ,,h°(x —¢) <0

=0

and

lim,_h°(x +¢€) >0
then x is zero-crossing of £°(x). Similarly the negative zero-crossing can be defined
by reversing inequalities in the above expressions.

The size of the neighborhood of a pixel used by the operator? is called the mask
size. In Eq. (4), we are performing a convolution; therefore, the mask size should be
the same as the image size. The Laplacian of Gaussian operator can be defined
without referring to its mask size. In an implementation of the operator, however, we
always have a finite number of bits. Therefore the effective value of ¢° becomes zero
for a bigger neighborhood. Due to this fact, it is not necessary to include the
elements for which ¢° is zero. The rate of decay of Gaussian depends on o. By
knowing the word length used in an implementation, we can come up with an upper
bound for a significant neighborhood size for a given o value. This way an
approximate relationship between the mask size and the variance can be derived.
Hildreth [15] suggests two criteria to select the relationship between mask size and 6.
First, the positive area w of the operator must satisfy: w = y2 o, which is motivated
neurophysiologically. Second, the mask size should be such that the response of the
operator for a uniform intensity must be zero. This last condition is a kind of check
for a numerical error. The idea is to consider a neighborhood size such that the
values of the operator sum to zero. The Laplacian of Gaussian has positive values in
the center, surrounded by negative values. Truncating the operator by a smaller
mask size would result in some loss of the negative surround. Thus, the overall sum
would be positive instead of being zero (see [9, 14] for an interesting debate). In our
implementation, we have used 16 bits to represent the weights of operator at each
pixel and the total support of the operator is about 15 o pixels. In Fig. 1 we show
the plots of operator having three different values of o.

4. EDGE MODELS

Sections 4.1 and 4.2 consider step and ramp edge models. Since the gray level
function changes significantly at the edges of objects, the ideal edge can be modeled
by a step function. In real images, however, the gray level at the edges of an object
does not change abruptly, but instead, changes gradually. These edges can be

3From now onwards we will use the term “operator” for the Laplacian of Gaussian operator.



326 SHAH, SOOD, AND JAIN

1007q ,‘ 1001b A

278 278

_Wﬂ\/ f s W F

1004¢
co

277

t
|
{
I
|
-4ug J v

F1G. 1. The graphs of Laplacian of Gaussian operator for (a) 6 = 3,(b) 6 = 5,(c) 6 = 7.

modeled by the ramp function. Our aim here is to study the behavior of these simple
edges as the function of o.

Next, we will consider the pulse and staircase models for intensity functions. The
pulse and staircase functions contain two discontinuities which are some distance
apart. We will then analyze the effects of o for these models in Sections 4.3 and 4.4.

4.1. Step Edge

An ideal edge can be modeled by the step function. The step function, U(x), is
defined as

0 ifx<0
UW)={Q if x > 0.

If we convolve the step function with g?(x) we get

he(x) = eU(x)* g°(x)
n(x) = [

_wclU(x —1)g°(n) dn

X
= [ cgo(n) du.
— 00
Now taking the second derivative, we get

Ef(x) = v7h°(x) = —ey(x/0%)g°(x). (6)

In Figs. 2b-d we plot E7 for various values of o. The function E{ crosses zero for
all values of o. The location of the zero-crossing corresponds to the location of the
discontinuity in the step function.
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Fi1G. 3. (a) ramp function; (b) first derivative of ramp; (c) second derivative of ramp.
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F1G. 4. The effect of o on the ideal ramp edge. In (a) we show the ideal ramp edge, while in (b)—(d)
we show the output obtained by convolving the ramp function with the second derivative of Gaussian
having o = 3,7,11.

which gives

Ef(x) = eaw[g°(x) — g°(x — w)]. (10)

Figure 4 shows the graphs of E5 for various values of o. The function E5 has a
zero-crossing at x = w/2, which corresponds to the center of the ramp function. In
this case the slope ¢, and the ramp width w appear as multiplicative constants in
Eq. (10) and do not effect the location of the zero-crossing for any value of ¢. This
implies that the operator is insensitive to the rate of intensity changes. It is
emphasized that zero-crossing has the information about the location of the mid-
point of the ramp function.

The actual value of an extrema of the first derivative, not the position, carries the
information about the rate of intensity changes. Consider the example of ramp
function R(x) defined in Eq. (7). The first derivative of this function is given in Eq.
(8). An extrema of (R’ * g°(x)) is ¢,w, which depends on the value of slope c,. The
slope ¢, of the ramp essentially tells the rate of intensity changes.
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Fic. 2. The effect of o on the ideal step edge. In (a) we show the step function, while in (b)—(d) we
show the output obtained by convolving the step function with the second derivative of Gaussian having
o=3,711L

The amplitude ¢, of the step function appears as a multiplicative constant in Eq.
(6). Thus this term essentially controls the amplitude but not the shape of the graphs
shown in Figs. 2b—d. A zero-crossing is obtained at the corresponding location of a
discontinuity regardless of the amplitude of the step function.

4.2. Ramp Edge

Let us consider a ramp edge of width w and find out the response of the operator.
The ramp function is defined as

0 ifx<0
R(x)={cx i#f0<x<w (7
cw ifx>w

where ¢, is the slope of the ramp. Let R’ and R” denote the first and second
derivatives of the ramp function. Then from Eq. (7) we get

R(x) = ew[U(x) = U(x = w)] (8)
R"(x) = ew[8(x) — 8(x — w)]. 9)

The ramp function is shown in Fig. 3 with its first and second derivatives.
Convolution of R’ and R” with g°(x) yields

Rixgo(x) = czW[fijZg"(n) dn + f_:chg"(n) dn]-

And

Ej(x) = R"*g°(x)
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F1G. 5. The effect of 6 on the ideal pulse edge. In (a) we show the pulse function, while in (b)—(d) we
show the output obtained by convolving the pulse function with the second derivative of Gaussian having
¢ = 3,7,13. The zero-crossings repel each other when o increases.

Information about the rates of intensity changes is more important for operators
which have fixed mask sizes. Due to this fact, Haralick’s operator and other
fixed-size operators need some kind of thresholding for the first derivative of
intensity function. However, we will show that in the case of pulse and staircase
functions when the discontinuities are detected at the multiple scales this informa-
tion is indirectly captured in the scale space of the image.

Two remarks can be made concerning the ramp discontinuity. First, the zero
crossing in E§ corresponding to the ramp discontinuity is solely due to the
symmetric nature of the operator. Any other operator which is not symmetric will
not be able to detect this discontinuity. Furthermore, in order to detect the
discontinuity due to the ramp, the operator size should always be greater than the
ramp width; otherwise the discontinuity will not be detected. Therefore, in order to
detect the discontinuities related to the ramps of various widths we have to apply a
variable-sized operator.

4.3. Pulse Function

Consider a function which is a pulse of width w, as shown in the Fig. 5a. A pulse
can be represented by the summation of two step functions, i.e.,

f(x) = U(x) = PU(x — w)

where P is the ratio of the magnitudes of two steps.
If we apply the operator to this function we get

B(x) = (x)* 57(x)
E3(x) = v 5()

—w)

- (Z)e + P e, ()
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There are two discontinuities in the pulse function as shown in Fig. 5a. We want the
operator to respond at both discontinuity points.

In Eq. (11) at x = 0 the first term on the right-hand side is zero but the second
term is non-zero. Due to this additional term the actual location of discontinuity at
x = 0 is shifted. Similarly, at x = w the second term is zero but the first term is
non-zero. For a fixed value of w, the pulse width, the amount of shift depends on
the value of o. For a small value of o the additional term does not contribute much
therefore the shift is not significant. However, at bigger o the shift is quite
substantial. In Figs. 5b—d, we plot E° for three different values of ¢. It is easy to
see that the locations of zero-crossings, corresponding to the discontinuities, shift as
o increases.

The shifting also depends on P which is the ratio of the magnitudes of two steps.
For P =1 the shift is equal for both discontinuities. But, for P > 1 the shift is
dominant for the step which has smaller magnitude.

4.4 Staircase Function

The staircase function can be represented as the summation of two steps, as
follows:

fo(x) = U(x) + PU(x — w)

where P is the ratio of magnitudes of two steps.
If we apply the operator to this function, we get

hg(x) = fa(x)* g°(x)
Ej(x) = v*hi(x)

X\ (x —w)
p— — — —_— — o p—
=—|=]g°(x) - P—=5—¢g(x —w). (12)
g [+3
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F1G. 6. The effect of o on the ideal staircase edge. In (a) we show the pulse function, while in (b)—(d)
we show the output obtained by convolving the staircase function with the second derivative of Gaussian
having o = 3,7,11. The zero-crossings attract each other when o increases.
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a b

FiG. 7. The zero-crossing contours of the step (a) and the ramp (b) functions. The location of
zero-crossing does not change as o is increased. Therefore, the zero-crossing contours for the ramp and
the step functions are the straight lines. These figures demonstrate that for ideal step and ramp we do not
need multi-resolution operators.

The staircase function, similar to pulse function, has two discontinuities at x = 0
and x = w, as shown in Fig. 6a. However, the polarities of two steps are both
positive. We plot E7 for three different values of ¢ in Figs. 6b—d. In 6b, ES crosses
zero approximately at x = 0 and w. The function also crosses zero at x = w/2. This
is a false zero-crossing. While in Fig. 6d the function EJ crosses zero only once.

There are two remarks to be made here. First, a false zero-crossing at x = w/2 is
due to the symmetry of Gaussian, at x = w/2 Eq. (12) becomes zero regardless of
the value of o. Second, the shifting of true zero-crossings at x = 0 and x = w/2, in
this case, is towards each other. This shifting is a function of o as discussed in the
previous section.

5. ZERO-CROSSING CONTOURS

The locations of zero-crossings in the function convolved with the second deriva-
tive of Gaussian can be plotted in the (x, 6) space. These zero-crossings form the
contours in the (x, o) space. In Figs. 7-9 we show the zero-crossing contours for the
functions considered in the last section.

The zero-crossing contours of the step and ramp functions are the straight lines as
shown in Fig. 7a and b, respectively. The straight line in the (x, o) plane shows that
the locations of zero-crossings due to the ramp and step do not change when o
increases.

In Fig. 8 we show the zero-crossing contours of the staircase function. In these
contours there is a straight line and a circular arc. The zero-crossings which
constitute the straight line, in this case, are the false zero-crossings, since they do
not correspond to any actual discontinuities in the staircase function. They occur at
this location due to the symmetric nature of the operator because for x = w/2 the
expression for E, in Eq. (12) becomes zero regardless of the value of o. Note that
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F1G. 8. The zero-crossing contours of the staircase function. The ratio of the magnitudes of two steps
is 1, 2, and 4 in (a), (b), and (¢), respectively. Due to the Propagation Effect the true zero-crossings move
towards each other when o increases. At some ¢ these zero-crossings collapse into one.

the .symmetry of the operator works to our advantage in the case of a ramp.
However, in this case it produces a false zero-crossing, The remaining two.zero-
crossings which correspond to the actual discontinuities.in the staircase function
make a circular arc. Since these zero-crossings shift towards each other as ¢ is
increased, at some value of o they collapse into one point which corresponds to the
peak of the contour. o ‘ ,

In Fig. 9 we show the zero-crossing contours for the pulse function. The
zero-crossings related to the discontinuities in the pulse function make two diverg-
ing lines. As the zero-crossings shift away from each other when o is increased, the
two zero-crossings related to the pulse function would never collapse into one.

We can classify the zero-crossings into two categories. The first kind of zeros are
not effected when the ¢ is increased. The zeros related to an isolated step or ramp
fall in this class. At all scales the locations of those zeros are the same. Therefore we
call these zeros stationary zero-crossings. The second class contains the zeros of pulse
and staircase functions. These zeros are free zero-crossings and, by increasing o,
they can be displaced. In the pulse case, the zero-crossings move away from each
other, while in the case.of the staircase they move towards each other. When the
zero-crossings move towards each other, they collapse into one. The direction of
displacement of free zeros depends on the mutual polarities of the two step
functions: if both steps have same polarities, then the zero-crossings shift towards
each other; if they have opposite polarities, then they shift away from each other.

The zero-crossings shift at the higher operator size because one edge affects the
neighboring edges. There are two step edges in the pulse and staircase functions,
separated by a distance. Thus, at the higher operator size the two steps affect each
other and the zero-crossings get displaced. In the case of the ramp and step
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{

F1G. 9. The zero-crossing contours of the pulse function. The ratio of the magnitudes of two steps is
1, 2, and 8§ in (a), (b), and (c), respectively. Due to the Propagation Effect the true zero-crossings move
away from each other when o increases.

functions there is only one isolated edge, so the zero-crossings related to both of
them do not move when o varies. We call this effect the Propagation Effect, and
define it as follows. '

PROPAGATION EFFECT. The discontinuities within the field of an operator influence
each other. Due to this the zero-crossings attract or repel each other, depending on the
mutual polarities of steps.

In Fig. 10, we have illustrated the Propagation Effect pictorially. In part (a), due
to the smaller mask size the edge on the right side ddes not effect the edge on the
left side. While in (b) due to the bigger mask size the right-hand edge comes within
the field of the operator.

It is clear from Fig. 8 that the location in the (x, o) plane where the two
zero-crossings collapse into one is different in three cases. This location corresponds
to the peak of the zero-crossing contour. The location of peak depends on the width
w and the ratio of magnitudes of two steps P of the staircase function. Given the

Frc. 10. Propagation Effect: (a) at smaller operator size an edge is not affected by the neighboring
edge: (b) due to bigger operator size the effect of the neighboring edge propagates.
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scale-space of the staircase function one can infer some qualitative information
about the underlying gray level function from the location of peak. In the following
we derive the equation which defines the peak analytically.

The location of the peak of curve o(x) can easily be found from its maxima.
Differentiating Eq. (12) with respect to dummy variable 7 along a contour in (x, o)
space, we get

dE JdE dx dE do

—= e — o — —,

dn dx dn do dn
Since E =0 on the zero-crossings contour, so dE/dn = 0. If we choose the
parameter 7 to be x then by implicit function theorem [24], we get

dE |dE do

dx | de  dx’

The right side of the above equation vanishes when

ad 0 (13)
dx

Therefore the value of x, where the above equation is satisfied is the peak of the

curve o(x). Now, differentiating Eq. (12) with respect to x, we get

(x = w)’

dE 1 x?
- ( 1—T)g°(x—w>. (14)

. P
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The location of the peak of the contour can be computed by equating the right-hand
side of the above equation to zero:

;1-2-(1 - %)g“(x) + ; 1 - (—x;—zw—)—)g"(x —w)=0. (15

If w is known this equation can be solved numerically to get the pair (x, ¢) for the
location of the peak of the contour equation. The location of the peak sets an upper
bound above which the discontinuities related to the staircase function of a given
width cannot be detected. On the other hand, if the location of the peak in (x, o)
space is known then the width w of the staircase can be computed from the above.

The idea of the shifting of edge points is not new. It is known qualitatively that
the bigger operators dislocate the edge points and that the smaller operators detect
too many edge points. In fact, Canny found an uncertainty principle between the
localization and the detection which states that “for a given signal-to-noise ratio an
arbitrarily good localization or detection can be obtained, but not both simulta-
neously.” What is new is the Propagation Effect. This effect not only explains the
localization quantitatively, but also describes the direction in which the zero-cross-
ings shift. It has been proposed in the literature that the bigger operator can be used
for good detection and the smaller operator for good localization. It is clear from
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the Propagation Effect that this simple criterion will not work for the multi-resolu-
tion operators. For the zero-crossings which collapse into one at a particular scale,
one always has to resolve the ambiguity of relating the one zero-crossing at higher
scale to one of two zero-crossings present at the lower scale.

6. NOISE ANALYSIS

In the previous section, we considered the zero-crossings contours related to our
edge models in the ideal situation. In this section, we study the effect of noise on
these models.

In this analysis we are interested in two issues. First, we want to study the extent
to which the actual shape of the contours is distorted by noise. Second, we want to
know whether any false contour is formed due to the presence of the noise whose
shape is similar to the contours of the pulse or staircase functions.

We define signal to noise ratio (SNR) as

SNR = (Cmin/o'n)2

where C_,, is the contrast of the smaller of two steps present in the pulse and
staircase functions, and o, is the standard deviation of the noise. This definition is
close to one used by Abdou and Pratt [1], except that we use the contrast of a
smaller step, since we have two steps in our models.

In Figs. 11-12 we show the results for the pulse and staircase functions with the
additive uniform noise. In Fig. 11a the signal with the added noise is plotted, while
in Fig. 11b we show the contour obtained by applying the operator to the noisy
signal. In Fig. 1lc we apply a threshold to the magnitudes of the slope of
zero-crossings in order to remove some of the noisy zero-crossings. In Fig. 12 similar
results are presented for the staircase function.

ety

N
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FiG. 11. Effect of Noise: (a) Pulse function with SNR = 1.5; (b) Zero-crossing contours without
thresholding (c). Contours obtained by applying threshold of 10 to the slope of zero-crossings.
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Fi1G.12. Effect of Noise: (a) Staircase function with SNR = 6.25. (b) Zero-crossing contours without
thresholding. (¢) Contours with threshold of 10.

It is easy to see that in the case of pulse function the actual shape of the
zero-crossing contour is well maintained, even in the presence of noise. Very few of
the noisy zero-crossings survive after the thresholding step. In the staircase case the
shape of the contour remains the same in the presence of noise, except that the
straight line which passes through the center of the circular arc is distorted. As we
mentioned before, the reason for, getting the zero-crossings which constitute the
straight line is the symmetry of the operator. In the presence of noise the two terms
in Eq. (12) are not equal and hence they do not cancel each other. Therefore, in
some cases the zero-crossing in the center does not appear.

7. TWO DIMENSIONS

In this section, we extend our results established previously, for two dimensions.
Our intent is to verify the Propagation Effect and get an insight of the behavior of
zero-crossings at multiple scales so that the theory developed in this paper can be
applied to solve the edge detection problem in general. To this end, the intensity
function related to isolated step edge is considered and an analytical expression
describing its zero-crossings is derived. Further, the pulse and the staircase models
are examined in two dimensions. Finally, we present some results for the real and
noisy images to illustrate the Propagation Effect.

The intensity function of a simple step edge with an angle @ can be described as

f(x, y)

li

cU(y — px — 1)
e fy>px+u
T\0 ify<px -+

where p. = tan ® is the slope, ¢ is the y-intercept, and ¢ is the contrast of the edge
(see Fig. 13).
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0/

F1G.13. Slanted edge with angle @ and intercepts ¢.

Let us find out the response of the operator for this function. Convolution of
f(x, y) with the bivariate Gaussian density function yields

ho(x> y) '__f(x’ Y)*g"(x,y)
= fw foo flx =& y—§)g°(&,¢)déde.

—Y —oC

Since the bivariate Gaussian can be decomposed into two univariate Gaussians, we
can write the above expression as

)= [0 7 fx -6y - 0g%(§)g°() dt .

—ooY — 0

The Laplacian of this equation can be obtained by taking the Laplacian inside the
second integral and then invoking the fundamental theorem of calculus:

E°(x,y) = v?h°(x, y)
= szw fw U(y = ¢ —px + pé—)g(£)g°(§) dé a¢

—oc¥ — 0

J7 s e [ ) e ag

- f_m go(EY1 + )y — px + pf — 1)cg®(y — px + pé — o) d§;

let A =y — px — ¢ and sec’® = 1 + p% Now the above equation can be rewritten
. 2 o
E°(x,p) = —sec®® [ g°(§)(4 + ué)eg”(4 + p§) dt.
— o0

Rearranging the terms we get

=} A‘U. A
_ Zq) o [
sec f_wg (ésec<D+ sec@)g (Secq))(A+u§)d§

Il

E°(x,y)

0 A;.L
—seczCI)g"( )‘f g"(ésec@ + @)(A + pé) dé.

sec® |J/_
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Let us apply the change of variable as

(sec ®)g + —
+ =
sec o "
therefore,
T Ap q 4 dr
€= sec®  sec?® an €= sec®
Now the above equation can be rewritten
A A ) A )
E° = ° o dr — c [ dr.
(x,7) = ~e—=¢ (Secq))f_wg (7)dr —cg (Sec@)uf_wfg (v)dr

The second integral in the above equation yields zero because the integrand is an
odd function, and the first integral evaluates to unity. Finally, we have

1 c’(y—,ux—t

E*(x3) =~ 578 | e J(r = wx =0, (16)

The discontinuity points due to the step edge are defined by the zeros of the

above equation, i.e.,

E’(x,y)=0

—px —t

sec ® )(y—ux—t) =0

g 1 [+ y
E*(x. y) (sec <I>)g (
Consider an edge positioned at the origin with angle 135°. In this case, the slope
p and the intercept ¢ are —1 and 0, respectively. In Fig. 14a, for this edge, we plot
the locus of zero-crossings of the above equation. Four quadrants in the image show
the edges detected at four different scales. Note that the edges are all parallel to
each other. In Fig. 14b we show the scale-space of the step edge. In this image we
have superposed the four edges, since the location of the edges is the same these
four edges appear as a single edge.
Now, consider the pulse edge model which consists of two nearby edges. Assume
that the edges have slopes p,, p, and intercepts ¢,, ¢,, respectively. The response of
the operator for the pulse edge can be written directly from Eq. (16) as

1 c(y—fhx—tl

(sec @) g sec B, )(y ~mx =)

1 YT PaX ~ by
- o — Byx — 1,) = 0. 17
| a2 kax - ) (a7

It is obvious from the above equation that the response at a pixel location consists
of a sum of two terms each corresponding to two edges in the pulse model.
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F1G. 14. (a) Step edge with slope —1 and intercept 0 at ¢ = 3, 5, 7, and 9. (b) Scale-space of the step
edge. The location of the edge does not change when ¢ increases. Therefore, four edges superposed on
each other in the scale-space appear as a single edge.

Therefore, the total response at one edge location in addition to its own response
contains an extra term due to the neighboring edge. This extra term affects the
overall behavior of a single edge in the scale space.

In order to study this effect consider an example of the pulse edge. Let the two
edges have slopes n; and pu, equal to —1 and —1, and the intercepts ¢, and ¢, equal
to 10 and — 10, respectively. In Fig. 15a we have obtained the location of edges by
substituting these values in Eq. (17). Three quadrants in the image show the location
of edges obtained at three different scales. In the upper left hand quadrant there is
no displacement of the edges at this scale. While in the upper right-hand quadrant

Fi16.15. (a) Pulse edge at 0 = 5,7, and 9. (b) Scale-space of pulse edge.
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F1G. 16. (a) Staircase edge at 0 = 3, 5, 7, and 9. (b) Scale space of staircase edge.

there is a slight displacement of edges. But, in the lower right-hand quadrant the
displacement of edges is quite significant. The displacement of edges results due to
the repulsion of the zero-crossings stated in the Propagation Effect. Since the
polarities of two steps in the pulse edge are the opposite, the zero-crossings repel
each other. In Fig. 15b we show the scale-space of the pulse model. In this image we
have superposed the three pairs of edges shown in Fig. 15a. It is easy to notice the
Propagation Effect in this image.
The response of the operator to the staircase edge can be given as

1 o(y—ulx—h

(sec @,) & sec @, )(y ~ X n)

1 o()’_l’-zx_tz

— - =0. 18
e | 2 ax =) (18)

Now consider an example of the staircase edge. Let the two edges have slopes p;
and p, equal to —1 and —1, and the intercepts ¢; and ¢, equal to 5 and -5,
respectively. In Fig. 16a we have shown the location of edges by using these values
in Eq. (18). Four quadrants in the image show the location of edges obtained at four
different scales. In the upper left quadrant three edges are detected, two of the outer
edges correspond to the actual discontinuity edges in the staircase edge model.
While the third edge in the center is a false edge. This edge is detected due to the
symmetric nature of the operator. In the remaining three quadrants only one edge is
shown. In this case, since the edges attract each other they collapse into one at the
higher scales. In Fig. 16b we show the scale-space of the staircase model. In this case
also we have superposed the edges shown in part a.

Figure 17 shows the picture of a noisy pulse edge. The edge contrast for both
steps is 128. We applied a uniformly distributed noise with the standard deviation
equal to 64. The results are shown in Figs. 17b—d. A threshold was applied to the
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Fi1G. 17. (a) Image of noisy pulse edge. (b)—(c) Detected edges at o = 2 and 4. (d) Scale-space of the
noisy pulse edge. (e) Scale-space superposed on the noisy edge. )
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F1G. 18. (a) Bananasplit image. (b)—~(c) Detected edges at o = 2 and 4. (d) Scale space of the
Bananasplit image. Reproduced from “Photographs™ by Elliot McDowell. Copyright 1981 by Elliot
McDowell. Reprinted by permission of David R. Godine, Publisher, Inc.

slope of zero-crossings in order to remove the noisy edges. Note that even in the
presence of the noise the Propagation Effect is illustrated.

Finally, in Fig. 18 we show the results for a real scene. This is an artistic
photograph of “Bananasplit” by McDowell from his book “Photographs” [20]. This
photograph was digitized on 512 by 512 grid under no illumination control. In this
picture the stem of the glass simulates a 2-dimensional pulse edge. Our results
clearly demonstrate the Propagation Effect for this real scene..

8. SUMMARY AND CONCLUSION

In this paper we consider the problem of detecting gray level discontinuities at
multiple scales. We find that the current edge models are inadequate for the edges
detected by the multi-resolution operators. Since the isolated step or ramp edges
rarely occur in natural scenes, we propose the pulse and staircase models. In these
models we include the effect of an edge on the neighboring edge which propagates
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through when the operator size increases. While analyzing the behavior of the pulse
and the staircase models in the scale-space, we find that the zero-crossings attract or
repel each other. When they attract each other at some value of o they collapse into
one. In principle the Propagation Effect can be modeled such that one edge is
affected by more than one neighboring edge. But for simplicity in this paper we
consider only the effect of one neighboring edge.

In our future work we want to fit the primitives to the discrete zero-crossings in
the scale-space of the image. Using proposed models we expect to recover rich and
robust information about the intensity function. In particular we are interested to
extract information about the contrast, slope, and orientation of edges.
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