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Abstract. Computer vision is gradually making the transition
from image understanding to video understanding. This is due
to the enormous success in analyzing sequences of images
that has been achieved in recent years. The main shift in the
paradigm has been from recognition followed by reconstruc-
tion (shape from X) to motion-based recognition. Since most
videos are about people, this work has focused on the analysis
of human motion. In this paper, I present my perspective on
understanding human behavior.

Automatically understanding human behavior from mo-
tion imagery involves extraction of relevant visual information
from a video sequence, representation of that information in a
suitable form, and interpretation of visual information for the
purpose of recognition and learning about human behavior.

Significant progress has been made in human tracking
over the last few years. As compared with tracking, not much
progress has been made in understanding human behavior,
and the issue of representation has largely been ignored. I
present my opinion on possible reasons and hurdles for slower
progress in understanding human behavior, briefly present our
work in tracking, representation, and recognition, and com-
ment on the next steps in all three areas.
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1 Introduction

Automatically understanding human behavior from video se-
quences is a very challenging problem. This involves extrac-
tion of relevant visual information from a video sequence,
representation of that information in a suitable form, and in-
terpretation of visual information for the purpose of recogni-
tion and learning human behavior. Video sequences contain a
large amount of data; most of these data do not carry much
information. Therefore, the first step in understanding human
behavior is to extract relevant information that can be used for
further processing. This can be achieved essentially through
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visual tracking. Tracking involves detection of regions of inter-
est in image sequences that are changing over time. Tracking
also involves finding frame-to-frame correspondence of each
region so that location, shape, extent, etc. of each region can
be reliably extracted.

Representation is very important and sometimes a diffi-
cult aspect of an intelligent system. The representation is an
abstraction of the sensory data that should reflect a real-world
situation, be view-invariant and compact, and be reliable for
later processing. Once the representation has been defined, the
first obvious thing to do is perform a comparison so that clas-
sification or recognition can take place. The methods usually
involve some kind of distance calculation between a model
and an unknown input; the model with the smallest distance
is taken to be the class of motion to which the input belongs.
The problem with this is that the system can only recognize a
predefined set of behaviors. This kind of system needs a large
number of training sequences, does not have the capability to
explain what a particular behavior is, and cannot learn and
infer new behaviors from already known behaviors.

Therefore, it is desirable to build a system that starts with
no model and incrementally builds models of activities by
watching people perform activities. Once these models are
learned, the system should be able to recognize similar be-
haviors in the future. This is probably similar to how children
learn actions by repeatedly watching adults perform different
actions.

Human motion analysis is a very active area of research in
computer Vision. (See [1,5,22] for an excellent survey of this
work.)

In this paper, we present our perspective on understanding
human behavior. Significant progress has been made in human
tracking over the last few years. The next section deals with
human motion tracking. We address issues such as: What is
new in tracking? What is the impact of computing speed on
tracking? What are the system-related issues in tracking? and
What are the next steps in tracking? As compared to tracking,
not much progress has been made in understanding human
behavior. In Sect. 3, we express our opinion on possible rea-
sons and hurdles for less progress in understanding human
behavior and comment on the next steps in this area. Finally,
conclusions are presented in Sect. 4.
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2 Human motion tracking

Human motion tracking is a hard problem due to the non-
rigid and articulated nature of the human body, large degrees
of freedom, and clothing. However, the last few years have
experienced an explosion of visual tracking techniques. This
is due mainly to the availability of powerful and inexpensive
computing and memory devices; high-resolution, low-power,
and affordable sensing devices; and success in algorithm de-
velopment. In this section, we address various issues related
to human tracking.

2.1 What is new in tracking?

For many years computer vision research was only limited
to gray-level images; color was rarely used. The assumption
was that color does not provide any additional information,
but it contains three times as much data. However, recently
color has been increasingly used in tracking, and its use has
been quite successful. Since most tracking work has focused
on tracking people, color is very useful for detecting different
parts of the face (eyes, lips, eyebrows), hands, arms, elbows,
etc. Therefore, many trackers explicitly employ a skin color
predicate [14] to detect different parts of the body to be used in
tracking. Difference pictures have been used in visual track-
ing and motion detection for a long time [10]. The difference
picture can either be computed between the current image and
the background image or between two consecutive images in
a sequence. Earlier work was limited to gray-level images;
therefore, only mean and standard deviation of a scalar gray
value was used. Recently this same idea has been successfully
extended to color images, and the mean vector and covariance
matrix for the color vector have been employed to compute
the Mahalanobis distance for motion detection purposes [2].
The use of an explicit human body model and human motion
model in tracking is also new. Since model-based tracking can
employ explicit constraints on human motion, tracking can be
simplified as compared to tracking of an arbitrary object.

Three-dimensional tracking using a single camera by em-
ploying some constraints on the human body is also a new
development. Humanoid bones have constant length. Thus,
for example, since the distance from the elbow to the shoulder
is fixed, the elbow can only move tangent to a certain sphere
(sphere centered on shoulder). Ignoring the half of the sphere
that lies behind the plane of the body, we are left with the
surface of one hemisphere. If we look at the hemisphere along
the polar axis, we can see the entire surface of the hemisphere.
That is, along the polar axis we can collapse the hemisphere
from 3D to 2D without loss of information, as well as recover
the hemisphere from its 2D projection. Using this reasoning,
the 3D trajectory of a finger can be computed using a video
sequence captured by a single monocular camera [25]. The
use of image synthesis in tracking is also new. Using a rough
face model, for example, several possible views of face can
be synthesized by considering different changes in face ro-
tation, translation, scaling, etc. and compared with the input
image for face tracking [4]. This approach helps us to deal
with changes in images due to changes in 3D. In summary,
several new ideas have been tried in human tracking during
the last few years.

2.2 Impact of computing speed

The earliest motion work was limited to only two frames,
which was one of the reasons that rigidity assumption [23]
became very popular, since two frames are sufficient for the
rigidity assumption. After that researchers started to consider
three frames so that smoothness of the motion constraint [19,
21] could be employed. The work in the structure from motion
area on the minimum number of points in the minimum number
of frames [9] was partly motivated by the limitation of comput-
ing power. One of the impacts of computing speed on current
work is that we are now able to use hundreds and thousands of
frames in motion analysis. In some cases, since computation
speed is so fast, we are tempted to use a brute force method,
which may require exhaustive search. Another impact of com-
putation speed has been that we are currently able to solve
real-time tracking problems in the context of video surveil-
lance and monitoring, which would have been impossible a
few years ago. Since the frame rate is 30 frames per second,
processing speed must be comparable to that; otherwise some
real-time events will be missed. However, computing speed
still is not that high, which is why most operations we use are
pretty simple, such as background differencing.

2.3 Systems issues in tracking

There are several key practical “systems issues” that need to
be addressed before human tracking can be performed from a
live camera. In order to perform tracking from live cameras,
we need to have access to uncompressed, noninterlaced, high-
resolution, and high-frame-rate video. The compressed video
contains artifacts, e.g., blockiness, mosquito noise, dirty win-
dow noise, wavy noise, etc. In the interlaced video, pixels in
one field may be significantly displaced with respect to other
fields depending on the motion of the camera or objects, which
may create problems in tracking. It is always desirable to have
high-resolution images so that in a scene containing multiple
people, each person being tracked occupies a reasonable por-
tion of the image. If the image size is too small, a person being
tracked may consist of only a few pixels. Finally, the frame
rate has to be comparable to the speed of motion. In order to
capture rapid motion of some parts of the human body, for ex-
ample the arm, a frame rate as high as 500 frames per second
may be required at times. Also, since the field of view of a sin-
gle camera is very limited, people performing activities will go
out of the field of view. Therefore, it is necessary to use multi-
ple cameras to track people for extended periods of time. The
important problem in this context is to be able to seamlessly
solve the camera hand-off problem from one field of view to
another [11]. Another important issue relates to networking –
how efficiently video can be sent over the network.

2.4 Next steps

The next steps in tracking include tracking people in crowds,
in complete occlusion, in scenes containing shadows and vari-
able lighting, in sequences acquired with a moving camera, in a
large field of view and tracking people who are moving slowly,
who reverse the direction of motion, and who are handing over
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objects to other people. Even though attempts have been made
to address almost all of the above issues, much work remains
to solve these problems completely.

For example, occlusion is a significant problem in hu-
man motion tracking [13]. People tend to walk and interact
in groups with other people, thereby increasing the chances
that persons will occlude each other completely or partially
in images. The probability of observing occlusion can be de-
creased in general by placing the cameras at a higher angle of
elevation from the plane of movement of people. That is, by
placing the cameras looking vertically downwards, the chance
of one person occluding another is minimized. Indeed most of
the previous work in human tracking either uses this constraint
on camera positioning ([7,3] or does not deal with occluding
cases at all [2,18]. Limited solutions to the occlusion prob-
lem are presented in [6] and [8]. In [6], occlusion from static
objects is dealt with using an occlusion reasoning framework,
which maintains multiple hypotheses for occluded regions and
keeps eliminating wrong ones as time progresses. However,
this approach is demonstrated to be useful in simplistic cases
and needs to be explored further in the case of more compli-
cated scenarios. Moreover, it is limited to occlusion by static
objects and may not generalize to the more complicated case of
occlusion from nonrigid objects such as other persons. In [8],
statistical features of the two persons before occlusion begins
are used to resolve the labels after occlusion has ended, but
the system cannot decide about which pixels belong to which
person during the occlusion event. Therefore, future research
in human tracking should address all of the above issues.

2.5 Tracking using nonvisual sensors

Nonvisual sensors include infrared sensors, x-ray sensors,
laser range finders, etc. Recently there has been considerable
improvement in the quality and affordability of infrared sen-
sors. The advantages of these sensors is that they can be used
at night and in low lighting conditions, and they may not have
much problem with clothing. Similarly, x-ray sensors can give
us a complete image of a whole human body without any oc-
clusions. One can easily get a stick figure model by analyzing
bone structure in the x-ray images. Laser range finders are
increasingly being used for scanning buildings, objects, and
people. The laser range finder provides direct 3D information
that with no ambiguity due to the projection process. Another
way to simplify tracking is to attach some reflective markers
on the human body or have people wear special body suits and
gloves. Our view is that computer vision research should focus
on developing methods for human tracking using only video
cameras. The advantage of visual tracking is that it is nonintru-
sive. Also, video cameras are very inexpensive and very light.
The use of other nonvisual sensors will make visual tracking
easier and less challenging.

3 Understanding human behavior

3.1 Possible reasons and hurdles for slower progress

One of the reasons for slower progress in understanding hu-
man behavior is that vision research has abandoned AI. Com-
puter vision started as an AI problem, which is why vision has

also been called image understanding. The original goal of
vision was to understand a single image of a scene and locate
and identify objects, their structures and spatial arrangements,
and their relation to other objects. The MIT copy demo is a
good example of this. The idea in the copy demo was roughly
to have a computer vision program analyze the image of a
scene containing several blocks stacked together, recover the
structure of the blocks, generate a script, and have a robot
build an exact copy of the block structure.1 This, in fact, was
a high-level vision problem. One of the motivations for the
work in blocks, consistent line labeling, polyhedral junctions,
etc. was in fact the copy demo. The researchers soon found
out that low-level vision was not robust enough; they were
not even able to extract lines from images to be used in this
work. Therefore, it became necessary to first solve low-level
vision problems before the high-level vision problems could
be attacked. The research in low-level vision continued for
some time. Then, during the 1970s, Marr [17], who popu-
larized, among other things, shape-from-X methods, captured
the attention of vision researchers. Since one dimension is lost
during the projection of a 3D world onto 2D images, the aim of
shape-from-X methods is to recover that lost dimension. The
next two to three decades were spent developing algorithms
for recovering 3D shapes from 2D images using stereo, motion
(structure from motion), shading, texture, etc. The original AI
problem was almost forgotten; not much work was done on
high-level vision during those years. Currently we are living in
era of vision research, when some shape-from-X problems, for
example stereo, have been almost completely solved and are
being used in industry. Other shape-from-X problems, such as
shape from motion, has proved to be very difficult; and the re-
maining shape-from-X problems, such as shape from shading
and texture, have become less interesting and applicable.

We feel the second reason that not much progress has been
made in understanding human behavior is that too much em-
phasis has been placed on the structure-from-motion problem
during the last three decades. That problem may be theoreti-
cally appealing, but it may not help us solve the problem of
understanding human behavior. The shape-from-X methods
compute intrinsic surface properties such as depth values. As
correctly pointed out by Witkin and Tennenbaum [24], depth
maps and other maps of the 2.5D sketch are still basically
just images. They still must be segmented, interpreted, and so
forth before they can be used for any more sophisticated task.
Therefore, we feel 3D may not be necessary for recognition
and interpretation. This is supported by one of two theories
about the interpretation of motion by humans [5]. According
to the first theory, people use motion information to recover
the 3D structure and subsequently use that structure for recog-
nition (structure from motion). In this case, the moving object
would be identified first, then the motion it performs in the
image sequence would be sought. According to the second
theory, motion information is directly used to recognize a mo-
tion, without structure recovery. We believe the second theory
is more suitable for understanding human behavior from video
sequences. This is also obvious from recent success in human
motion analysis work in computer vision, which has generated
enormous interest in industry in this area.

1 We feel it would have been easier to solve this problem if instead
of a single image a sequence of images was analyzed.
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The third reason for slower progress in understanding
human behavior is the limitation of hidden Markov models
(HMMs), which have been widely used. The standard ap-
proach to human behavior recognition is to extract a set of
features from each frame of a sequence and use those features
to train HMMs to perform recognition. In this research, most
of the emphasis has been on discovering the appropriate fea-
tures. Therefore, not much work has been done on HMMs; they
have been treated as a black box. There are several important
issues related to HMMs. First, since HMMs rely on probabil-
ities, they require extensive training. Therefore, one needs to
have a large number of training sequences for each activity
to be recognized. Second, for each activity to be recognized,
a separate HMM needs to be built. Therefore, this approach
can only recognize some predefined set of activities. It does
not have the capability to learn new activities. Third, since
the HMM is treated as a black box, it does not explain what
a particular activity is. It just outputs the probability that an
unknown activity is recognized as the model activity.

The fourth reason for slower progress in understanding
human behavior is that the issue of representation of features
has largely been ignored. It is very important for a represen-
tation of action to be view invariant [20]. For example, since
an action takes place in 3D and is projected onto a 2D image,
depending on the viewpoint of the camera the projected 2D
trajectory may vary. Therefore, trajectories of the same action
may have very different projected trajectories, and trajecto-
ries of different actions may project to the same trajectory.
This may create a problem in interpretation of trajectories at
a higher level. One obvious thing to do is to recover the 3D
trajectory, but that may be overkill, as stated above. However,
if the 2D representation of an action captures characteristics
that are view invariant, then the higher-level interpretation can
proceed without any ambiguity.

In summary, abandoning of AI, excessive emphasis on
structure from motion, the limitation of HMMs, and ignorance
of view-invariant representations are some of the reasons for
the slower progress in understanding human behavior.

3.2 Next steps

We believe that one of the next steps in understanding human
behavior is to work on dynamical perceptual organization.
This work will extend the work on perceptual organization for
a single image to sequences of images. The idea is to discover
invariant relations that can be used to infer 3D information
from 2D motion. The relations for a single image were orig-
inally proposed by Lowe[16] and include collinearity, curvi-
linearity, symmetry, parallelism, and vertices. Collinearity of
points or lines in 2D implies collinearity in 3D, curvilinearity
of points or arcs in 2D correspond to curvilinearity in 3D, skew
symmetry in 2D implies symmetry in 3D, parallel curves over
small visual angles correspond to parallel curves in 3D, and, fi-
nally, vertices in 2D represent curve terminations at a common
point in 3D. Similar relations can be discovered between 2D
motion and 3D motion. For instance, a 2D elliptical trajectory
implies rotation motion in 3D. A set of elliptical trajectories
with the same phase and the parallel major and minor axes
correspond to the motion of points on a single rotating object
in 3D. Two trajectories are parallel if they have equal speed

and direction for all time instants. Similarly, parallel trajecto-
ries in 2D imply translational motion in 3D. The segments of
trajectories with constant speed and direction correspond to
constant motion in 3D.

Another possible next step is to build a system consisting
of multiple uncalibrated and arbitrarily located cameras. The
system should self-calibrate the cameras by watching people
over extended periods of time. It should also establish corre-
spondence among various camera views of the same object
to maintain consistency in labeling those objects. Due to the
availability of inexpensive video cameras and associated com-
puter hardware, a large number of cameras can be used to com-
pletely cover entire regions of interest. In fact, we can assume
to have almost one dedicated camera and a processor for each
possible object of interest. This combination of video camera
and processor is called an agent. Each agent can monitor its
area, assimilate, learn, form concepts, and communicate with
the controller (server). Each agent can learn about its posi-
tion relative to other agents, just by observing human motion.
The system can also learn about important places and frequent
actions in the environment. Once the system has “matured,”
meaning that sufficient information is gathered from the en-
vironment, it can make high-level decisions. This monitoring
can be done 24 hours a day, 7 days a week, 365 days a year.
For indoor scenes the possible objects of interest in a room
include people, doors, telephones, books, bookshelves, white
boards, cabinets, keyboards, mouses, printers, cups, etc. Ac-
tions related to people are: enter, exit, walk, sit, stand, talk on
the phone, work at a computer, fetch a book, read a book, write
on white board, etc. In order to build such a system, we need
to rely extensively on knowledge and context.

One more interesting problem for future work is motion-
based recognition of people by habitual gestures: repeated mo-
tion of shoulders, wringing of hands, jerks of hands, twitching
of head, blinking of eyes, etc. However, this is different from
gesture and facial expression recognition work, which is es-
sentially motion recognition. This deals with the recognition
of people based on their motion and is relevant to the human
ID problem.

The work on dynamic perceptual organization, the use of
habitual gestures, and the work on a system consisting of un-
calibarated, arbitrarily located cameras that can automatically
learn human behavior by continuously watching people are a
few of the possible next steps in understanding human behav-
ior.

4 Conclusion

In this paper, we presented our perspective on understanding
human behavior from video sequences. We identified three
main steps in understanding human behavior: extraction of
motion information (visual tracking) from video sequences,
representation of this information, and interpretation of this
information for recognition and inference purposes. We feel
that much progress has been made in visual tracking. How-
ever, not much progress has been made in representation and
interpretation. In order to make the proper progress, we need
to solve high-level vision problems and use knowledge and
context. It is our contention that 2D information is sufficient
for understanding human behavior, which is supported by one
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of the theories about the human visual system. Therefore, we
support the direct approach to motion-based recognition, in
contrast to the widely accepted view of reconstruction (3D
shape and motion) followed by recognition.
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