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Abstract
This paper presents an approach for creating realistic shad-
ows of objects composited into a novel background. Ex-
isting techniques either do not deal with the shadows or
require that the relationship of the light source, reference
plane, and camera be the same in the source and target
scenes. We observe that scenes containing a ground plane
and some up-right objects, e.g. walls, crowds, desks, street
lamps, trees, etc., are common in natural environments,
and show that two vertical lines and their cast shadows are
enough to recover primary light source, which makes it pos-
sible to construct shadows of inserted planar objects in the
single target image. We also demonstrate a technique to cal-
ibrate the camera when two views are available, which en-
ables us to create shadows of general 3D objects in a target
scene. The proposed method therefore advances the image
based techniques one step further toward the synthesis of
the scenes with variation of both lighting and viewpoints.
We demonstrate our proposed approach for real scenes.

1 Introduction
Matting and compositing are important operations in the
production of special effects. These techniques enable di-
rectors to embed actors in a world that exists only in imagi-
nation, or to revive creatures that have been extinct for mil-
lions of years. During matting, foreground elements are
extracted from a single image or video sequence. During
compositing, the extracted foreground elements are placed
over novel background images. Many matting methods
[13, 4, 8, 1, 12, 15] have been reported to estimate an opti-
mal opacity for each pixel of the foreground objects espe-
cially along intricate boundaries.

Most of those works do not deal with the effects of shad-
ing. However, shadows provide important visual cues for
depth, shape, contact, movement, and lighting in our per-
ception of the world and thus increase scene realism. It is
well known that a moving cast shadow contains more in-
formation for depth than a stereo disparity. Without some
kind of shadow contact with the background, the objects

composited over the new background may appear to float
around or walk on the air (e.g. Figure 8 (c) and (f)).

Chuang et. al. [5] described a method for extract-
ing shadows from one natural scene and inserting them
into another under the assumption that a single primary
point light source is responsible for dominant cast shadows
within a scene. Assuming no interreflections, they develop
physically-based shadow matting and compositing equa-
tions, and use those to extract a shadow matte from a source
scene in which the shadow is cast onto an arbitrary planar
background. One limitation of this approach is that they
require that the relationship of the dominant light source,
reference plane, and camera be the same in the source and
target scenes.

In this paper, we present a method to create realistic
shadows of objects matted from one natural scene and com-
posited into novel background scene with different view and
lighting condition. The process requires relatively little ef-
fort per target scene, and generates plausible cast shadows
of even complex shapes.

At a high level, our approach works as follows. Start-
ing from a target scenario where there are at least two ver-
tical line segments casting shadows on the ground plane,
the key light is firstly recovered based on planar homology,
while the camera is calibrated when two views are avail-
able. In additional to the geometric information, shadow
matte opacity for the object to be composited is assumed
to be similar to those of shadows cast by existing objects.
We then acquire the alpha matte and the silhouette set of
edges for the object based on the obtained geometry of tar-
get scene. The silhouette edge set is the set of those edges
that would appear in the silhouette of the shadow. Next, we
composite the matted object into proper position in the tar-
get scene with user interaction using computed alpha map
from the source scene. Finally, the cast shadow mattes
are generated automatically according to the geometric con-
straints and shadow matte opacity.

Section 2 describes the details of our method. We
demonstrate the results of our working system in Section 3.
Section 4 concludes with observations and proposed areas
of future work.



Figure 1: Computing the shadow positions for any points
on the side wall, π1, of a sample house. We first compute
the planar homology, H , that casts shadows from plane, π1,
on the ground plane, π, and then decompose it to obtain
primary light source, v, and characteristic invariant µ. Con-
sequently, we are able to determine the shadow position of
any point on plane π1 using the characteristic invariant con-
straint. For instance, the roof corner t must cast shadow at
s on ground plane based on the cross ratio µ along the line
vt.

2 Creating Shadows
In this section, we show how to generate a realistic shadow
of an object matted from a natural scene and composited
into a novel target background with different lighting con-
dition. To accomplish this, we assume that a single light
source is responsible for dominant cast shadows within a
scene.

Two cases are examined: (i) The case when the object
to be transferred is planar or distant from the camera. We
refer this object as “2D object”. In this case the “outline”
of the shadow volume and the contour of alpha map can be
modelled by a planar homography (Sec. 2.1). (ii) The case
of a non-planar object. We refer to this object as “3D ob-
ject”. In this case we need to know the relative orientation
and translation between the camera and principal light po-
sitions. We show this is possible when an extra image or a
video sequence is also available(Sec. 2.2).

2.1 Planar or Distant (2D) objects
Before beginning the discussion of how to create shadows
for matted objects, it is necessary to analyze the geometry of
target scenes containing a ground plane and some up-right
objects. Two vertical lines, for instance b1t1 and b2t2 in
Figure 1, must be parallel and hence define a plane, π1, that
is perpendicular to the ground plane π. Therefore, there is a
3×3 planar transformation H between the image of the side
wall plane π1 and the image of its shadow on the ground
plane π. Geometrically, H is a planar homology [14] since
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Figure 2: Computing the shadow positions for any points
on the planar objects π2. We first compute a point t on the
intersection line bt between π2 and π1. Using the method
described in Figure 1, we then determine the shadow, s, cor-
respondent to point t, and thus the new characteristic invari-
ant µ′ for plane π2 from the cross-ratio of four points: v, t, i
and s. As a result, shadow position of any point on the new
plane π2 is computable from µ′.

there are a line l of fixed points, which is the intersection
b1b2 of the vertical plane π1 and ground plane π, together
with a fixed point vertex v, which in our case is the primary
point light source, not on the axis l. Algebraically, H has
two equal and one distinct eigenvalues and the axis is the
line through the two eigenvectors (points) corresponding to
the equal eigenvalues, and also that the ratio of the distinct
eigenvalue to the repeated one is a characteristic invariant
µ of the homology. Therefore, H has only five instead of
eight degrees of freedom and hence in theory three matched
points are sufficient to compute this planar homology.

We then parameterize H directly in terms of five free-
doms, the homogeneous 3-vectors representing the axis l
and the vertex v, and one characteristic invariant µ, as [7]:

H = I + (µ− 1)
vlT

vT l
, (1)

where I is the identity matrix. The eigenvectors of H are

e1 = v, e2 = l⊥
1
, e3 = l⊥

2
, (2)

with corresponding eigenvalues

λ1 = µ, λ2 = 1, λ3 = 1, (3)

where l⊥i are two vectors that span the space orthogonal to
the l, i.e. l = l⊥

1
× l⊥

2
.

From the eigenvalue decomposition, we obtain the dom-
inant light source, v, the intersection, l, between the ground
plane and the vertical plane, and also the ratio of the dis-
tinct eigenvalue to the repeated one which is characteristic
invariant, µ, of the homology. One of the planar homology’s
most important properties is that the cross ratio defined by
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Figure 3: Creating the shadows using parallel lines.

the vertex v, a pair of corresponding points, and the inter-
section of the line joining these points with the axis l, is the
same as µ for all points related by the homology. Therefore,
given any point in the vertical plane, it is easy to compute
its shadow position on the ground plane using the charac-
teristic invariant constraint.

In practice, however, it might be more interesting to gen-
erate shadows of objects which are not in the vertical plane
π1 as shown in Figure 2. The only extra information we
need for this problem is the intersection line bt between
planes π2 and π1. Fortunately, there is a simple but effi-
cient strategy: paste deliberately the planar object ABC in
such a position in the target background that the transferred
object ABC intersects obviously with the vertical plane π1

at some easily identified line. Once the line bt is computed,
the process to create shadows of the object ABC which is
not in the vertical plane π1 is described in Figure 2. Other-
wise, we need one extra target image to generally solve this
problem as described in the next subsection 2.2.

Vanishing points or parallel lines, however, are also use-
ful features for this task. One example is shown in Figure 6
and elaborated in Figure 3. In this example, we were trying
to generate the shadow of a stop-sign matted from one street
scene (6 (a)) and composited into a totally different beach
background (6 (b)) with two standing people. Since lines,
li, on the stopsign and roadsign plotted in dash red in Figure
3 are parallel to the ground plane, we can compute the van-
ishing point vx along the direction of the intersection (new
axis l′s in solid green) by minimizing the algebraic distance∑

i(v
T
x li). The line l′s must thus pass vx and the contact

point of the stop-sign on the sand, and intersects old axis,
ls, in the solid blue at point b. We then fit the vertical van-
ishing point vy using the vertical lines in dash blue, and pick
up one point t on the vertical line, lv , through b and the ver-
tical vanishing point vy. µ′ and thus shadow of any point in
the new stopsign plane is computable as described in Fig-
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Figure 4: Obtaining the silhouette edges of shadow volume
by taking an image from the lighting direction.

ure 2. The final computed shadow map is shown in figure
6(c). In addition to parallel lines on the object itself, we can
also use the horizon line which is the apparent intersection
of the earth and sky. Any line on the stopsign plane and
parallel to the ground plane will intersect the horizon line at
the vanishing point vx.

Note that it might be easier if the object to be composited
has nontrivial contact area with the ground plane. In such
cases (for example Fig 7), we can directly fit the new axis,
l′s, and compute the important characteristic invariant µ′.
Notice that this approach described so far is also valid for
point light sources which are not very distant to scenes.

2.2 General (3D) objects
In order to alleviate the planar limitations in the last subsec-
tion (2.1), we require at least two views of the target scene.
We recover the camera information by extending the meth-
ods introduced in [2, 3]. After calibrating these images, we
can compute the position of a primary light source in 3D by
using triangulation [7], and thus determine the light source
and camera position in 3D world. Consequently, we can ac-
quire precise 3D model of the object to be transferred using
opacity hull method [9] or structure from motion [7], and
thus interactively create shadows [10, 11].

However, this model-based framework is expensive and
also impractical in matting and compositing applications
since the model is not always obtainable. In practice, we
can capture two images as shown in Figure 4: one from
the camera center while the other from the lighting direc-
tion, since we have already computed the camera and light
positions. The view from camera position is used to matte
the foreground object. The contour of the foreground ob-
ject matted from the view taken from the lighting direction
is approximately the silhouettes for shadow volume. We
then extend the shadow volume technique [6] to render the
shadow using the silhouette edges.
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(a) Target scene

(b) Shadow map (c) Shading boundaries

(d) S(x,y) for all observed points (e) Averaged S(x,y)

Figure 5: Estimating the shadow matte in a target scene. (b) shows the shadow map of a standing person in the target beach
scene (a). (c) is the shadow boundary of the shadow in (b) detected by Canny edge detector. (d) and (e) plo the illumination
image values S(x, y) for all points (x, y) along the shadow boundaries.

2.3 Estimating the shadow matte
While the geometric information is useful for enforcing ge-
ometrical consistences of the constructed shadows, they are
not enough to properly create realistic shadows. Denoting
by I(x, y) the input image and by R(x, y) the reflectance
image and S(x, y) the shading (illumination) image, the
three images are related by [17]:

I(x, y) = S(x, y)R(x, y). (4)

In order to create shadows over the target image, we as-
sume the illumination image S(x, y) of the inserted object
to be same as that of shadows cast by the existing objects.
Our approach takes advantage of the property that changes
in color between pixels indicate either a reflectance change
or shading effects. It is unlikely that significant shading
boundaries and reflectance edges occur at the same point
[16], thus we make the simplifying assumption that every
color change along the shading edges is caused by shading
only. In other words, the reflectance image colors across the
shading boundaries should be the same. Let us consider the
shadow map (figure 5 (b)) of one standing person from the
target beach scene (figure 5 (a)). Shading boundaries (fig-
ure 5 (c)) are detected by canny edge detector. The inter-
esting observation is that the changes in a color image due
to shading affect three color channels disproportionally as
shown in figures 5 (d,e). Obviously, the shading affects the
red color channel the most and the blue color channel the

least. While there are some complex models to model this
effect, we simply use different shading image value along
three color channels to approximate the effect. Our final re-
sult (figure 6(f)) is noticeably more realistic than the result
(figure 6(e)) created by assuming that any changes in a color
image due to shading should affect all three color channels
proportionally.

3 Experimental Results
To demonstrate the proposed method, we applied it to dif-
ferent cases discussed in section 2. We first created shad-
ows for planar (Figure 6) and Distant (Figure 7) objects.
The process to generate shadows of stopsign and roadsign
in Figure 6 needed some extra geometric constraints such as
parallel lines or vanishing points, and is explained in section
2.1. For the shadow of Puss in Boots (a character in movie
Shrek 2) in Figure 7, nonetheless, we do not need those ex-
tra constraints since the Puss in Boots has nontrivial contact
area with the ground plane. Very impressive shadows are
generated even for the sword of the character.

Figure 8 demonstrates the performance of our method to
create a shadow of a 3D object. The shape of statue is com-
plicated and challenging to render manually. Our method
generated realistic shadows on correct image locations, no
matter where the object is placed in space, either standing
on the ground (Fig. 8(c)) or floating in the air (Fig. 8(e)).
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(a) Source scene (b) Target scene (c) Recovered shadow matte

Composition (d) w/o Shadow (e) using one-channel (f)using three-channel

Figure 6: Shadow synthesis for planar objects. Starting from a source image (a), we first extract the stopsign and roadsign
using image matting. Two standing people and their shadows in the target scene (b) are enough to recover the primary light
source and thus it is possible to create geometrically consistent shadow maps (c) (a close view) for the stopsign and roadsign.
Note that the shadow matte (c) is expressed in three rather than one color channels as discussed in section 2.3. We show in
(d) what happens when α blending is used to composite the stop-sign in the beach image. While the result (d) is noticeably
fake, the composite (e) remains unconvincing. Our proposed method creates a geometrically consistent and visually realistic
shadows for the stop-sign and roadsign shown in (f).

(a) Source scene (b) Target scene

(c) w/o shadows (d) w/ shadows

Figure 7: Shadow synthesis for the distant object. The fig-
ure shows the composite of PUSS IN BOOTS (a character
in movie Shrek 2) in game FIFA 2003. Both (c) and (d) are
zoomed views of the marked rectangle area in (b).

4 Conclusion and Future Work

Synthesizing shadows for objects transferred from one nat-
ural scene into a novel scene with different lighting condi-
tions remains a difficult problem for computer vision and
computer graphics systems. Here we focused on a slightly
easier situation, where the target scene has some up-right
vertical objects. We showed that this assumption leads to
a novel and simple algorithm for shadow construction, and
demonstrated encouraging results for both planar or distant
objects and 3D objects. As an image-based approach, it is
unlikely to estimate realism by using known geometry of
the light, the object to be pasted, and the background ob-
jects. However, the proposed method advances the image
based techniques one step further to improve the realism in
applications of matting and compositing techniques.

There are a number of ways in which our current ap-
proach can be extended. First we would like to relax the
vertical object constraints for the target scene. It would also
be useful to have interactive tools for editing self-shadows
Finally, we would like to learn the illumination condition
from the target scene and apply it to the matted objects.
This, for example, will make the character Puss in Boots
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(a) (b) (c)

(d) (e) (f)

Figure 8: Shadow synthesis for a 3D object. Starting from two views (a) and (b) of the target scene, we first calibrate the
camera and compute the light source orientation. Utilizing these computed geometric information, we then captured two
images (d) and (e) of the statue. (d) is the view from the camera, while (e) is the view seen from the lighting direction. We
next extracted the statue from (d) and generated the shadow of the statue using the contour of the statue in (e). Two results
are shown: (i) the statue stands on the ground (c); (ii) the statue floats in the air (f). Both (c) and (f) are zoomed composite
views of the marked rectangle area in (b).

in Figure 7 brighter and more realistic.
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