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Abstract

Videos are composed of many shots caused by different
camera operations, e.g., on/off operations and switching be-
tween cameras. One important goal in video analysis is to
group the shots into temporal scenes, such that all the shots
in a single scene are related to a particular physical setting,
an on-going action or a theme. In this paper, we present
a general framework for temporal scene segmentation for
various video types. The proposed method is formulated
in a statistical fashion and uses the Markov chain Monte
Carlo (MCMC) technique to determine the boundaries be-
tween video scenes. In this approach, an arbitrary number
of scene boundaries are randomly initialized and automati-
cally updated using two types of updates: diffuse and jumps.
The posterior probability on the number of scenes and their
boundary locations is computed based on the model priors
and the data likelihood. The updates of the model parame-
ters are controlled by the hypothesis ratio test in the MCMC
process. The proposed framework has been experimented
on two types of videos, home videos and feature films, and
accurate results have been obtained.

1. Introduction

Temporal scene segmentation is an important and funda-
mental problem in video processing and understanding and
has many applications in various domains. In feature films,
segmentation provides the chapters of the movie. In TV
programs, segmentation can be used to separate the com-
mercials from the regular TV shows. In news broadcast, it
provides the news story topics, which can be further used
for the story summarization. Videos are usually composed
of multiple shots caused by camera operations, e.g., turn-
ing the cameras on/off, the switching between cameras, and
other production techniques. The goal is to cluster the video
shots into temporal scenes, such that the shots in each scene
are related in terms of similar concepts, like the same envi-
ronmental settings, the same on-going actions, or the coher-
ent themes. The temporal segmentation is a prerequisite to
the further analysis and understanding of the video content.

Several temporal segmentation methods have been de-
veloped for different types of videos. Rasheedet al. [5]
proposed a two-pass algorithm for the scene segmenta-
tion in feature films and TV shows. The potential video
scene boundaries are initially detected based on the color-
similarity feature,Backward Shot Coherence (BSC). Over-
segmented scenes from the first pass are then merged in
the second pass, based on the motion similarity constraint.
Sundaramet al. [6] proposed a segmentation method for
movies using the audio-visual features. First, audio scenes
and video scenes are detected separately. The correspon-
dences between these two types of scenes are then deter-
mined using a time-constrained nearest-neighbor algorithm.
Yeunget al. [7] was one of the first to propose a graph-
based representation of the video by constructing a Shot
Connectivity Graph (SCG). The graph is split into several
sub-graphs using the complete-link method of hierarchical
clustering, such that each sub-graph satisfies a color simi-
larity constraint. These methods are based on the “film/TV
grammars”, which are a set of production rules of how
the movies/TV shows should be composed. However, this
heuristic is not applicable to the other types of videos. For
instance, home videos are recorded in a completely “free”
style. Shooters are not trained in recording techniques, and
there is no obvious format or patterns exist in the video.
Furthermore, since the rules in the productions of films and
TV shows are different, the methods for these two types of
videos cannot be used interchangeably. There is also a par-
ticular interest in the story segmentation of the news broad-
cast videos. Hsuet al. [4] proposed a statistical approach
based onBoostME, which uses the Maximum Entropy clas-
sifiers and the associated confidence scores in each boosting
iteration. Chaisornet al. [1] used HMM to find the story
boundaries. The video shots are first classified into differ-
ent categories. The HMM contains four states and is trained
on three features: type of the shot, whether location changes
and whether speaker changes. These methods were devel-
oped based on the unique characteristics of the news videos
and often involve the special treatment of the anchor shots,
which exist only in news videos.



In this paper, we propose a general framework for the
temporal video segmentation by using Markov chain Monte
Carlo (MCMC) technique. The segmentation parameters,
including the number of the scenes and the scene locations
are evaluated by an iterative process. The scene boundaries
are randomly initialized and modified through a series of
updates of the Markov chain: shifting of boundaries, merg-
ing of two adjacent scenes and the splitting of one scene
into two scenes. These updates are capable of jumping be-
tween different parameters spaces as well as diffusing in-
side the same space. Visual features are used for the like-
lihood computation for two applications, and the final out-
put of the scene boundary locations is collected from multi-
ple independent Markov chains, such that the possible mis-
detections by a single chain are avoided. We have tested
our framework on two domains, home videos and feature
films, and high accurate results have been obtained. The
rest of this paper is organized as follows: Section 2 de-
scribes the MCMC algorithm and the computations of its
transition probability and the posterior probability; Sections
3 and 4 explain the applications of the general framework on
the segmentation of home videos and feature films, respec-
tively, and demonstrates their system performance; finally,
Section 5 provides the conclusions of the proposed work.

2. Proposed Framework
Given the shots in the video, scene segmentation of

the videos is a process of grouping the related shots into
clusters. Within each scene, the shots are related to each
other by thecentral concept. The central conceptcan be
the environmental settings (home videos), the coherence
of some topics (news program), or the sub-themes (feature
films). Different scenes are distinguished by their differ-
ence in terms of thecentral concept, and the scene bound-
aries are the locations where the intrinsic properties of the
central conceptchange. Thus, finding the scene boundaries
in scene segmentation process can be thought as solving
a change-point problem. In a typical change-point prob-
lem, the random process has different distribution parame-
ters over times. The goal is to find the points where these pa-
rameters change. In video scene segmentation, the change-
points are the scene boundary locations. Markov chain
Monte Carlo (MCMC) has been demonstrated as an effi-
cient technique solving the change-point problems. In our
MCMC process, the posterior probability of the model pa-
rameters is computed based on the model priors and the data
likelihood of the video. In this section, we first introduce the
general MCMC algorithm. Then, a detailed description of
the proposal updates is presented. Finally, we describe the
computations of the transition probability and the posterior
probability for the updates.

2.1. General MCMC Algorithm
We use a hierarchical Bayesian model in the MCMC pro-

cess. We assume that the model set{Mk, k ∈ Φ} is a count-

able set, wherek is the number of the detected scenes, and
Φ = {1, 2, · · · } is a set of all the possible scene numbers.
Model Mk has a parameter vectorθk, which contains the
k− 1 scene boundary locations. Lety denote the video fea-
tures selected for the data likelihood computation. Based on
the Bayes rule, the posterior probability of the parameterk
andθk giveny is:

p(k, θk|y) ∝ p(y|k, θk)p(θk|k)p(k), (1)

wherep(k) is the prior probability for the number of scenes,
p(θk|k) is the conditional prior for the boundary locations
θk givenk, andp(y|k, θk) is the likelihood of the data given
the parametersk andθk. Sinceθk implicitly determinesk,
the above equation can be further simplified as,

p(k, θk|y) ∝ p(y|θk)p(θk|k)p(k). (2)

In the rest of this paper, we use the shorter termπ(x) =
p(k, θk|y) to denote this target posterior, withx = {k, θk}
considered as a combined parameter vector ofk andθk.

The general Metropolis-Hasting-Green algorithm [2] is
well suited for our task, where the dimension of the parame-
ter vector,x, may change during the updates. It is described
as follows:

• Initialize the model parametersx0.
• At each iterationi, perform the following actions:

1. GenerateThα from Uni[0, 1].
2. Create a new parameterx′i−1 from some trial dis-

tribution based only onxi−1 with a proposal tran-
sition (diffusion or jump).

3. Calculate the ratio α(xi−1, x
′
i−1) as,

α(xi−1, x
′
i−1) = min

{
1,

π(x′i−1)q(x
′
i−1,xi−1)

π(xi−1)q(xi−1,x′i−1)

}
.

4. Setxi=x′i−1, if α>Thα. Otherwise,xi=xi−1.

In this algorithm,q(x, x′) is the transition probability from
x to x′. The transition probabilities from state to state de-
pend on the types of the updates. They should satisfy the
detailed balance, and the proposed updates should be re-
versible to ensure this property.

Before going into the detailed description of the updat-
ing process, we first present the notations for the variables.
Let k be the current number of detected scenes,T be the to-
tal number of shots in the video,Sm be them-th scene with
shots{s1

m, · · · , snm
m }, wherenm is the number of shots in

Sm. Let S′m be them-th scene after update,L(y|θk) be the
data likelihood of the entire video,L(ym|fm) be the likeli-
hood of sceneSm given the corresponding featuresfm, and
kmax is the maximum number of the scenes allowed.

The proposal updates contain two parts: diffusion and
jumps. Diffusion is defined as the update without changing
the structure of the parameter vectorx. On the other hand,
jumps do change the structure and traverse across different
sub-spaces. In our case, the diffusion is the shifting of the



boundaries between adjacent scenes. There are two types
of jumps: the merging of two adjacent scenes and the split-
ting of an existing scene. In many applications ([3],[2]),
two more updates were proposed: diffusion on the segment
model parameter(s) and the change of the segment mod-
els. The segment parameters are the ones that control the
generation of the data. In our application, based on the as-
sumption that each segment is coherent to itscentral con-
cept, there is often only one scene model for a single video
domain. Thus, changing between models is not needed in
this case. Furthermore, in some cases like home videos, the
data size (number of shots in our case) is small. The max-
imum likelihood estimator is adequately effective to com-
pute the parameter(s). Therefore, the model parameter dif-
fusion steps can also be dropped.

2.2. Stochastic Diffusions
The diffusions involve the shifts of the scene boundaries

between adjacent video scenes. The update is as follows:

• A numberm is randomly drawn from the discrete uni-
form distribution[1, k− 1], such that the boundary be-
tweenSm andSm+1 is updated.

• The new boundaryst is drawn from a 1-D normal
distribution with the mean at the original boundary
s1

m+1 in the range of[s1
m, s

nm+1
m+1 ]. The updated scene

S′m contains shots of{s1
m, · · · , st−1}, and the updated

sceneS′m+1 contains{st, · · · , s
nm+1
m+1 }.

Assume the number of the current scenes isk and the
current parameter vector isx = {k, θk}. Then, the prob-
ability for selecting sceneSm is 1/(k − 1). Since the po-
tential shift is drawn from a normal distribution around the
original scene boundarŷt, this drawing probability for the
new boundaryt is computed as,

p(t) =
1√

2πσ2
exp(−∆t2

2σ2
)
(
I
[s1

m,s
nm+1
m+1 ]

(t)
)
, (3)

where∆t = t − t̂, andσ is the standard deviation of the
movement (in our experiment,σ = 2). The indicator func-
tion I(t) controls the shift, such that the new boundary is
within the correct range. The normal distribution is as-
sumed since the new boundary is not expected to deviate
from the old boundary too far. The forward transition prob-
ability for the shift update isq(x, x′) = ( 1

k−1 )p(t).
During this entire update, the total number of scenes,k,

is not changed, and the new boundary remains in the orig-
inal range[s1

m, s
nm+1
m+1 ]. The reverse transition is the pro-

cess of shifting from the new boundaryt back to the origi-
nal boundarŷt. Thus, the relationship betweenq(x, x′) and
its reverse versionq(x′, x) is equal due to the symmetrical
property of the normal distribution.

2.3. Reversible Jumps: Merge and Split
For the jump updates, the merge transition is related to

the transition of a split, since merge and split are a pair of
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Figure 1. Prior distribution (Poisson) of the model pa-
rameterk, the number of scenes in the video. The mean of
the distribution,λ, is pre-assigned as 2.5, andkmax is 8.

reversed updates. Let us consider the splits first. The num-
ber of scenes is increased by1 by splitting a sceneSm =
{s1

m, · · · , snm
m } into two new scenesS′m = {s1

m, · · · , t−1}
and S′m+1 = {t, · · · , snm

m }, where t is the new bound-
ary. The process contains two portions: selecting a scene
Sm and selecting a new boundary between its old bound-
aries. The selection of the new boundary in the split pro-
cess can be performed assuming the uniform distributions
[2]. However, to achieve better performance, the data-
driven technique is often used ([3]) to propose the jump
transitions. We assume the uniform probability for se-
lecting sceneSm. The new boundaryt is chosen, such
that it provides the maximum likelihoods for the two new

scenes,t = arg max
(
L(S′m|f ′m) + L(S′m+1|f ′m+1)

)
,

whereL(S′m|f ′m) andL(S′m+1|f ′m+1) are the likelihoods
of the new scenesS′m andS′m+1 given their corresponding
features. If we consider the video scenes are independent
events in the time series, the proposal probability for a split
can be expressed in the following form,

q(x, x′) =
1
k
L(S′m|f ′m)L(S′m+1|f ′m+1). (4)

The reversed update of the split is the merging of two
scenes into one. The construction of the proposal proba-
bility for the merge can be carried out similarly to the one
for the split. Again, we assume the uniform distribution
for selecting sceneSm, such that scenesSm andSm+1 are
merged intoS′m. The proposal probability for the merge
transition is constructed as,q(x, x′) = 1

k−1L(S′m|f ′m).
2.4. Posterior Probability

Since Poisson distribution models the number of inci-
dents happening in a unit time interval, we assume the num-
ber of scenes,k, is drawn from a such distribution. The prior
on k is computed as,p(k) = e−λ λk

k! I[1,kmax](k). A plot of
the prior distribution is shown in Fig.1.

If there arek segments (scenes) in the video, then there
arek − 1 scene boundaries, since the boundary for the first
scene is always the beginning of the video. The probabil-
ity of p(θk|k) is the same as the probability of selecting
a subset with sizek − 1 from the remainingT − 1 shots.
Therefore, the conditional prior can be defined in terms of
the combinations,p(θk|k) = 1

CT−1
k−1

= (k−1)!(T−k)!
(T−1)! .



Scene (a) Scene (b) Scene (c) Scene (d) Scene (e)

Figure 2. Key-frames of five home video scenes. They
cover both indoor and outdoor scenes, and they are recorded
by difference sources.

The last term to be computed is the likelihood. Let
L(y|θk) = p(y|θk) denote the global likelihood of the video
datay given the parameter vectorθk. As discussed in Sec-
tion 2, each scene possesses a differentcentral concept. It
is meaningful to make an assumption that scenes are inde-
pendently recorded from each others. Therefore, the overall
likelihood can be expressed as,

L(y|θk) =
( L∏

m=1

L(ym|fm)
) 1

L

, (5)

whereL(ym|fm) is the individual likelihood of dataym in
sceneSm, based on the feature valuesfm. The geometric
mean of the individual likelihoods is considered for the nor-
malization purpose. In order to make the ratio test meaning-
ful, the likelihood should be scaled to the same level during
each iteration. The definition of thecentral conceptis dif-
ferent across domains. Therefore, the features selected to
compute the likelihoods are different for the different types
of videos. Here,L(y|θk) is a general representation of the
likelihood rather than a specific computation.

The target posterior probability is proportional to the
product of the model priorp(k), the conditional prior
p(θk|k), and the data likelihoodL(y|θk) (Eq.2). To deter-
mine if the proposed update in the parameter space is ac-
cepted or rejected, we compute the ratio of the two terms:
π(x′)q(x′, x) andπ(x)q(x, x′). If the ratio,α(x, x′), satis-
fies the stochastically generated threshold, the proposed up-
date is accepted; otherwise, the model parameters are kept
the same as in the previous iteration.

3. Application on Home Videos
In this section and the following section, we demonstrate

the applications of the MCMC algorithm on two types of
videos, home videos and feature films, and present the sys-
tem performance in each of the applications. In this paper,
the video shots are assumed to be available.

Home video is a broad term that refers to the videos with
a “free-style”, e.g., family videos. They are recorded from
various sources and have different appearances. Some ex-
ample key-frames of the home videos are shown in Figure 2.
Temporal scene segmentation in home videos provides the
logical units of the interested locations or actions, and the
output can be used for further analysis and processing on

the videos. Applying fixed thresholds is likely to create ei-
ther under-segmentation or over-segmentation, and it is not
practical to train the system for the threshold selection. On
the other hand, MCMC process provides the solution by an-
alyzing the samples on the parameters and is able to detect
both the weak and strong boundaries.

3.1. Feature Selection
In the context of temporal scene segmentation, a vari-

ety of features have been exploited. The commonly used
features include color, motion content, shot length, etc. In
home videos, we have focused on the analysis of the color
information in the shots. We use the color histograms to
represent the color information of the video frames. The
color histogram for each frame is the 3-dimensional his-
togram for RGB channels with 8 bins in each dimension.
Let hi be the histogram for framefi. Furthermore, we de-
fine the histogram intersection between framesfi andfj as,
HistInter(fi, fj) =

∑
b∈Allbins min(hb

i , h
b
j), whereb is

the individual bin in the histogram.
Instead of using all the frames in the shot, we extract

the key-frames as the representation of the shot, and fur-
ther analysis is based on the key-frames only. Commonly
there is one key-frame selected for each shot. However, for
the shots with long durations and with high activity content,
multiple key-frames form better representation. For shots,
the key-frame setKs = {κ1

s, · · · , κm
s } is extracted using

[5]. We use the histograms for the keyframe representation.

3.2. Likelihood Computation
For home videos, usually the shots in one scene are co-

herent with respect to the same environment. There are vi-
sual similarities that exist among these shots. On the other
hand, the shots from different scenes are visually distinc-
tive. We define the visual similarity between two shots
in terms of the Bhattacharya distance. The Bhattacharya
distance between two histogramsh1 andh2 is defined as

dB(h1, h2) = −ln
( ∑

b∈allbins

√
hb

1h
b
2

)
. The visual simi-

larity between shotssi andsj is as follows:

Sim(si, sj) = max(C− dB(κm
si

, κn
sj

)), (6)

whereκm
si
∈ Ksi , κn

sj
∈ Ksj , andC is a constant. A sim-

ilarity map is generated by computing the similarities be-
tween all shot pairs (Figure 3). In this map, the brighter cell
represents higher similarity value. The shots that are in the
same temporal scene form a bright block along the diago-
nal. If the shots[sa, ..., sb] are clustered into sceneSm, the
likelihood for this scene is computed as:

L(ym|fm) = avg
(
M(a : b, a : b)

)
. (7)

It is intuitive that the correct segmentation of the video
gives the diagonal blocks to reach the maximum likelihood.
The overall likelihood can be computed by substituting Eq.7
into Eq.5. The overall likelihoodL(y|θk), the conditional
prior p(θk|k) and the model priorp(k) are now determined.
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Figure 3. Visual similarity map of a testing video. The
brighter cell represents higher similarity. The shots in
the same scene possess higher similarity comparing across
scenes. The diagonal blocks correspond to the video scenes.
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Figure 4. The overall votes of the shots declared as the
scene boundaries. The red circles represent the shots that
are declared as the final boundaries, which correspond to
the local maxima in the plot.

Therefore, the acceptance for the proposal updates can be
decided by the ratio test described in the MCMC algorithm.

3.3. System Performance
The proposed method has been tested on four home

videos. Each scene is composed of several shots. They
cover both of the indoor scenes and outdoor scenes, and
they were taken in different ways, like hand-held, pin-hole
and vehicle-mounted cameras (Figure 2).

It is well known that a single Markov chain may not re-
sult in the true boundary. To overcome this problem, we in-
dependently executed multiple Markov chains. The results
from each individual chain provides the votes of the shots
that have been declared as the scene boundaries. After cer-
tain runs, the shots that have the locally highest votes rep-
resent the final scene boundary. Figure 4 shows the overall
votes of the shots being declared as scene boundaries from
all runs. Even though one single chain may not provide the
correct result, there is an issue of how quickly it converges.
This is referred as the “burn-in” period. As shown in Figure
5, after certain iterations, the posterior probability reaches a
level and starts mixing with the target distribution. For this
particular testing video, the “burn-in” time is short due to
the small size of the data (number of shots).

The match between the ground truth data and the seg-
mented scenes are based on the match of their start-

(a). Plot of the posterior probability
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Figure 5. (a). The plot of the posterior probability for the
model parameter estimation during a Markov chain. After
certain iterations, the process starts converging. It should
be noted that if the data size (number of shots in our appli-
cation) is small, this “burn-in” process is short.

Table 1. Accuracy measures of four home videos.
Measures clip1 clip2 clip3 clip4

Length 12:42 06:53 07:31 17:53
Num. of Shot 47 16 19 25
Num. of Scenes 8 5 5 5
Detected Scenes 8 5 5 7
Match 7 5 5 4

Precision 0.875 1.000 1.000 0.571
Recall 0.875 1.000 1.000 0.800

ing boundaries. For a given home video withn scenes,
{t1, t2, ..., tn} are the starting shots of the reference scenes,
and{s1, s2, ..., sk} denote the starting shots of the detected
scenes.ti is declared as matched if one or more of the de-
tected scene boundariessj falls in its evaluation interval. In
the experiments, we allow a window of 1 shot on each side
of the reference boundary in the matching process.

Two accuracy measures are used as the system perfor-
mance, precision and recall:

Precision = X/A, Recall = X/B, (8)
whereX is the number of correctly matches between sys-
tem detections and the ground truth data;A is the total num-
ber of the system detections;B is the total number of the
ground truth references. The detailed precision/recall mea-
sures are shown in Table 1. Treating every match equally
important in all the videos, the overall precision and recall
are 0.840 and 0.913, respectively.

4. Application on Feature Films
To demonstrate the generality of the proposed frame-

work, we have also tested our system on several films.
4.1. Feature Selection and Likelihood Computation

The movies are composed according to thefilm gram-
mar, i.e., the rules about how the movies are produced. We
often observe different patterns in different types of movie
scenes. For example, in action scenes, the shots are gen-
erally short in length, and the visual content of the shots
changes rapidly. On the other hand, in drama scenes, the
shots are longer, and the visual content is relatively consis-
tent. We used two features computed from movies: shot
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(d) PDFs of the 2D normal distributions of the first four scenes. 

(b) Plot of the shot length in the movie. 

(a) Representative frames of example scenes in the movie

(c) Plot of the visual content in the movie. 

Figure 6. (a). Representative frames of some example
scenes in movieGone In 60 Seconds; (b). Plot of the shot
length variable; (c). Plot of the visual content; (d). PDF
plots on the 2D normals of the first four scenes in the movie.

length and visual content. Letls denote the length of shots,
andvs be the visual content in that shot. The visual content
is defined as,vs = 1

Ns

∑Ns

i=1(1 − HistInter(fi, fi+1)),
whereHistInter(fi, fi+1) is the color histogram intersec-
tion between thei-th and(i + 1)-th frames, andNs is the
number of frames in shots. The plots of shot length and the
visual content are shown in Figure 6. These two features
are used in the construction of the likelihood.

In the film production, the patterns for different features
are related to each other. For instance, in action scenes, the
short shots are accompanied with high degree of visual con-
tent. Therefore, the featuresls andvs should not be consid-
ered independently to each other. We use a two-dimensional
normal distribution to model the features in a sceneSm,

N(gs,m) = 1√
2π|G|exp

(
− (gs−ĝm)T G−1(gs−ĝm)

2

)
, where

gs is the feature vector[ls vs]T . The vectorĝm is computed
as the maximum likelihood estimator for sceneSm, andG is
the covariance matrix with determinant|G|. Again, by con-
sidering the shots to be recorded independently, the likeli-

hood for sceneSm is,L(ym|fm) =
(∏nm

s=1 N(gs,m)
) 1

nm
.

4.2. System Performance
We have experimented our approach on three feature-

length films:Gone in 60 Seconds, Dr. No - 007andMummy
Returns. The matching follows similar procedure as used
in Section 3.3. In movies, usually there is not a concrete
boundary between two adjacent scenes due to the editing
effects. Movie chapters sometime are changed with smooth
transitions. Therefore, matching based on the boundaries
is not meaningful. Instead, we used a “recovery” method.
Suppose there are reference scenes{T1, T2, ..., Tn} and de-
tected scenes{S1, S2, ..., Sk}. A reference sceneTm is said

Table 2. Accuracy measures for three movies:Movie1:
Gone in 60 Seconds, Movie2: Dr. No - 007, and Movie3:
Mummy Returns

Measures Movie1 Movie2 Movie3

Length 01:46:09 01:30:55 01:45:33
Num. of Shot 2237 677 1600
Num. of Scenes 29 17 19
Detected Scenes 25 20 19
Match 24 14 15

Precision 0.960 0.700 0.790
Recall 0.828 0.824 0.790

to be “recovered”, if its major part (> 50%) overlaps with
one of the detected scenes. The “recovery” is a one-to-
one correspondence, i.e., one reference scene can only be
matched with at most one detected scene, and vice versa.
We use the precision and recall measures defined in Section
3.3. Detailed results for movies are shown in Table 2.

5. Conclusions
In this paper, we have presented a general framework for

the temporal scene segmentation of various types of videos.
We segmented the video sequence by iteratively determin-
ing the boundary locations through a series of updates in the
Markov chain. The posterior probability is computed based
on the priors and the data likelihood. The method was ap-
plied to several home videos and three feature films, and
high accuracy measures have been obtained (Tables 1 & 2).
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