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31 IntroductionShape from shading deals with the recovery of 3D shape from a single monocular image.The recovered shape can be in terms of depth Z, the surface normal (nx; ny; nz), or surfacegradient (p; q). There are two main classes of algorithms for computing shape from a shadedimage: global methods, and local methods. In the global methods, the shape is recoveredby minimizing some cost function involving constraints such as smoothness. In these ap-proaches the variational calculus technique is used to iteratively compute the shape, whichis globally consistent. In the local methods, the shape is recovered by using local constraintsabout the surface being recovered, or about the reectance map being used. The commonassumptions about surface shape and reectance are that the surface is locally spherical,and the reectance map is linear in surface shape. The local methods, in general, are sim-ple, but only provide an approximate shape. The global methods, on the other hand, aremore complex, but provide very close to accurate shape. A representative method of globalapproaches is used by Horn [3]. His algorithm simultaneously computes both the depth andthe surface gradient. He combines three constraints: the brightness constraint, integrabilityconstraint, and gradient smoothness constraint. The local shape from shading algorithmsare by Pentland [8], and Lee and Rosenfeld [4].In shape from shading algorithms it is assumed that the reectance map is given, or itsform is known. Since images of most surfaces in the real world can be approximated byLambertian reectance, the majority of shape from shading methods use the Lambertianreectance model. The important parameters in Lambertian reectance are albedo andilluminant directions. Commonly, the albedo is assumed to be constant. There are severalmethods for computing the light source direction originated by Pentland [7]. These methodsassume the surface to be locally spherical. Recently, Chellappa and Zheng [12] proposed twomethods for computing the light source direction, local voting method and contour-basedmethod. These methods are more robust and accurate for synthetic and real images, andmore consistent with di�erent bands of real color images, di�erent subimages of a scene, orimages of di�erent resolutions. The authors also provide a good comparison between themethods of Pentland, Lee and Rosenfeld, and their own method.Chellappa and Zheng [12] proposed a global algorithm based on constrained function



4optimization. A typical cost function (e.g. one used by Horn) involves an intensity con-straint, regularization constraint, and integrability constraint. The key idea in Chellappaand Zheng's approach is that they introduce a new cost function which does not use thequadratic regularization term. Instead, they require the gradients of the reconstructed im-age to be close to the gradients of the input image. Chellappa and Zheng also use the linearapproximation for the reectance function around the surface normal (p; q) by taking theTaylor series expansion up to the �rst-order terms, similar to Pentland.Oliensis [6] has suggested that the smoothness term in the objective function is un-necessary for images containing singular points, i.e. maximally bright points. He believesthat smoothness will distort the surface reconstruction. Recently, Bichsel and Pentland [1]have presented a simple algorithm along the lines of Oliensis. The algorithm is based on aminimum downhill principle which guarantees continuous surfaces and stable results.Lee and Kuo [5] recently proposed an algorithm which is based on a triangular elementsurface model and the linear approximation of the reectance map. They approximate asmooth surface by the union of triangular surface patches which can be expressed as a linearcombination of a set of nodal basis functions. The depth value was computed by minimizing aquadratic cost functional of brightness error. Their method does not require any integrabilityconstraints or assumptions about boundary conditions.Pentland [8] proposed a local algorithm based on the linearity of the reectance mapin the surface gradient (p; q), which greatly simpli�es the shape from shading problem.Later, Pentland [9] presented an extension of his linear model to quadratic surfaces usingphotometric motion for extracting shape and reectance.We believe that the linearity of the reectance map in the depth Z, instead of in p and q,is more appropriate in some cases, and its use results in a better depth map. In this paperwe present a new method for computing depth from a single shaded image. In our approach,we employ the discrete approximations for p and q using �nite di�erences, and linearize thereectance in Z(x; y). Our method is faster, since each operation is purely local. In addition,it gives good results for the spherical surfaces, unlike other linear methods. Moreover, ourmethod is more general, and can be applied to any reectance function. For instance, in thispaper we describe an extension of this method to the specular surface.The organization of the rest of the paper is as follows. The next section deals with the



5main part of this paper where we describe our method for shape from shading. We considerboth the Lambertian and specular surfaces. In section three we present a comparison betweenour method and Pentland's method, and highlight the advantages of our method. Next, theissue of convergence of a solution is addressed in section four. Our algorithm is extremelysimple to implement, except in some special cases. We discuss those cases and provide ageneral algorithm in Section 5. The method has been tested extensively on a large set ofreal and synthetic images of both Lambertian and specular surfaces. Our experiments aresummarized in Section 6.2 Shape from Shading2.1 Lambertian SurfacesThe reectance function for the Lambertian surfaces is modeled as follows:E(x; y) = R(p; q) (1)= 1 + pps + qqsp1 + p2 + q2q1 + p2s + q2s= cos � + p cos � sin� + q sin � sin �p1 + p2 + q2 (2)where E(x; y) is gray level at pixel (x; y), p = @Z@x , q = @Z@y , ps = cos � sin�cos� , qs = sin � sin�cos� , � isthe tilt of the illuminant and � is the slant of the illuminant. Using the following discreteapproximations for p and q p = @Z@x = Z(x; y)� Z(x� 1; y) (3)q = @Z@y = Z(x; y)� Z(x; y � 1); (4)the above reectance equation can be rewritten as:0 = f(E(x; y); Z(x; y); Z(x� 1; y); Z(x; y � 1))= E(x; y)�R(Z(x; y)� Z(x� 1; y); Z(x; y)� Z(x; y � 1)): (5)For a �xed point (x; y) and a given image E, a linear approximation (Taylor series expansionup through the �rst order terms) of the function f (equation 5) about a given depth map



6Zn�1 is0 = f(E(x; y); Z(x; y); Z(x� 1; y); Z(x; y� 1)) (6)� f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))+(Z(x; y)� Zn�1(x; y)) @@Z(x; y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y� 1))+(Z(x� 1; y)� Zn�1(x� 1; y)) @@Z(x� 1; y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))+(Z(x; y � 1)� Zn�1(x; y� 1)) @@Z(x; y� 1)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))The above equation can be written as follow:@@Z(x; y � 1)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1)) � Z(x; y � 1)+ @@Z(x� 1; y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1)) � Z(x� 1; y)+ @@Z(x; y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1)) � Z(x; y)= � f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))+ Zn�1(x; y) � @@Z(x; y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))+ Zn�1(x� 1; y) � @@Z(x� 1; y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))+ Zn�1(x; y � 1) � @@Z(x; y � 1)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1));or in vector form as follow:(0; : : : ; ax;y�1; 0; : : : ; ax�1;y; ax;y; 0; : : :)0BBBBBBBBBBBB@ Z1;1...Zx;y...ZN;N 1CCCCCCCCCCCCA = bx;y; (7)where ax;y = @@Z(x;y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1)) andbx;y = � f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))+ Zn�1(x; y) � @@Z(x; y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))+ Zn�1(x� 1; y) � @@Z(x� 1; y)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1))+ Zn�1(x; y � 1) � @@Z(x; y� 1)f(E(x; y); Zn�1(x; y); Zn�1(x� 1; y); Zn�1(x; y � 1)):



7For a N x N image, there are N2 such equations which will form a linear systems, A �Z = B,where A is a N2 x N2 matrix, Z and B are N2 x 1 vectors. This linear system is di�cult tosolve directly, since it will involve the inverse of a huge matrix, A. However, it can be solvedeasily using the Jacobi iterative method. Now, let us look carefully inside the Jacobi iterativemethod. For a given initial approximation Z0, each depth value is solved sequentially in aiteration. For example, the depth value Z(x; y) at the nth iteration can be solved using theprevious estimates, Zn�1(i; j), for all the Z(i; j) with i 6= x and j 6= y. When Zn�1(x� 1; y)and Zn�1(x; y � 1)) are respectively substituted for Z(x� 1; y) and Z(x; y � 1) in equation6 the third and fourth terms on the right hand side vanish. Therefore, equation 6 reducesto surprisingly simple form given in the following equation:0 = f(Z(x; y))� f(Zn�1(x; y)) + (Z(x; y)� Zn�1(x; y)) ddZ(x; y)f(Zn�1(x; y)): (8)Then for Z(x; y) = Zn(x; y), the depth map at the n-th iteration, can be solved directly asfollow: Zn(x; y) = Zn�1(x; y) + �f(Zn�1(x; y))ddZ(x;y)f(Zn�1(x; y)) (9)wheredf(Zn�1(x; y))dZ(x; y) = �1 � ( (ps + qs)pp2 + q2 + 1qp2s + q2s + 1 � (p + q)(pps + qqs + 1)q(p2 + q2 + 1)3qp2s + q2s + 1): (10)Now, assuming the initial estimate of Z0(x; y) = 0 for all pixels, the depth map canbe iteratively re�ned using Equation 9. We have observed that application of Gaussiansmoothing to the �nal depth map Zn(x; y) results in a much smoother depth map.2.2 Specular SurfacesSpecularity only happens when the incident angle of the light source is equal to the reectiveangle. It is formed by two components: the specular spike, and the specular lobe. Thespecular spike is zero in all directions except for a very narrow range around the directionof specular reection. The specular lobe spreads around the direction of specular reection.The simplest model for specular reection is described by the delta function as follows:IS = B�(�s � 2�n);



8where IS is the specular brightness, B is the strength of the specular component, �s isthe angle between the light source direction and the viewing direction, and �n is the anglebetween the surface normal and the viewing direction. This model assumes that the highlightcaused by specular reection is only a single point. However, in real life, this assumption isnot true.Another model is developed by Phong [10]. It represents the specular component ofreection as powers of the cosine of the angle between the perfect specular direction and theviewing direction. This model is capable of predicting specularities which extend beyond asingle point. However, the parameters in this model have no physical meaning.A more re�ned model, the Torrance-Sparrow model [11], assumes that a surface is com-posed of small, randomly oriented, mirror-like facets. It describes the specular brightness asa product of four components: energy of incident light, Fresnel coe�cient, facet orientationdistribution function, and geometrical attenuation factor adjusted for foreshortening. Onthe basis of the Torrance-Sparrow model, Healey and Binford [2] came up with a simpli�edmodel by using the Gaussian distribution as the facet orientation function, and consideringthe other components as constants. It can be described as:IS = Ke�( �m )2where IS is the specular brightness, K is a constant, � is the angle between the surfacenormal and the bisector of viewing direction and source direction (� = cos�1(N � H)), mindicates the surface roughness, H is the bisector of the light source direction and the viewdirection, and N is the surface normal (N = (p;q;1)pp2+q2+1).The reectance function for the specular surface using the terminology in equation (1)can be modeled as follows:E(x; y) = R(p; q) = IS = Ke�( cos�1(N �H)m )2:Using the discrete surface normal as before, and applying the same technique as in thecase of Lambertian, we have0 = f(Z(x; y))= E(x; y)�R(Z(x; y)� Z(x� 1; y); Z(x; y)� Z(x; y � 1))= E(x; y)� IS



9� f(Zn�1(x; y)) + (Z(x; y)� Zn�1(x; y)) dfdZ(x; y)(Zn�1(x; y)); (11)wheredf(Zn�1(x; y))dZ(x; y) = �2:0 �K � e�( cos�1(N �H)m )2 � cos�1(N �H)m2 �q1� (N �H)2�((Hx +Hy +Hz)� (pHx + qHy +Hz) � (p+ q)p2 + q2 + 1 ) � (p2 + q2 + 1)�1=2:Then the depth information can be recovered by the above formula with function f , as inthe case of Lambertian.3 Comparison with Pentland's methodOur method is similar to Pentland's [8] linear shape from shading method in some aspects;therefore, we will compare these two methods here. Pentland uses the linear approximationof the reectance map in p and q. By taking the Taylor series expansion of the reectancefunction R, given in equation (1), about p = p0, q = q0, up through the �rst order terms, wehave E(x; y) = R(p0; q0) + (p � p0)@R@p (p0; q0) + (q � q0)@R@q (p0; q0): (12)For Lambertian reectance, the above equation at p0 = q0 = 0, reduces toE(x; y) = cos � + p cos � sin� + q sin � sin�:Next, Pentland takes the Fourier transform of both sides of the equation. Since the �rstterm on the right is a DC term, it can be dropped. Using the identities:@@xZ(x; y) ! FZ(!1; !2)(�i!1) (13)@@yZ(x; y) ! FZ(!1; !2)(�i!2); (14)where FZ is the Fourier transform of Z(x; y), we get,FE = FZ(!1; !2)(�i!1) cos � sin� + FZ(!1; !2)(�i!2) sin � sin�;where FE is the Fourier transform of the image E(x; y). The depth map Z(x; y) can becomputed by rearranging the terms in the above equation, and then taking the inverseFourier transform.



10The major di�erence between Pentland's method and our method is that instead oflinearizing the reectance in p and q, we use the discrete approximations for p and q interms of Z, and then linearize the reectance in Z(x; y). In this way, we have the followingadvantages.First, we feel that the linearization of reectance in Z is better than the linearizationin p and q. For instance, it produces a good depth estimate for the spherical surface ascompared to Pentland's method. Figure 1.a shows the gray level image of sphere withoutusing any approximation. Figure 1.b shows the image generated using linear approximationof reectance map in Z, Figure 1.c shows the histogram of di�erence in gray levels in 1.aand 1.b, and Figure 1.d shows the reconstructed depth by our method.Second, when the light source direction and the viewing direction are similar (images withcentral illumination), as pointed out by Pentland, the quadratic terms of the surface normal(p2 and q2) will become dominating in the reectance function, and the Fourier transformsof p2 and q2 will have a doubling e�ect in the frequency domain. Since we do not use theFourier transform, we do not have any frequency doubling e�ect, and our method is moregeneral as it can apply to both low-angle illumination and central illumination.Third, note that the Fourier components exactly perpendicular to the illuminant cannotbe seen in the image data, and must be obtained from the boundary conditions, or simplybe set to zero. In our method, the depth is obtained from the intensity domain instead ofthe Fourier domain; Therefore, no boundary conditions are required.Another advantage of our method is that, computationally, it is very simple. Eachoperation is purely local, hence the method is highly parallelizable. In Pentland's methodone needs to compute the Fourier and inverse Fourier transform of the whole image, whichis time-consuming.4 ConvergenceBasically, our iterative algorithm is a form of the Netwon-Raphson method. It is well knownthat the Netwon-Raphson method converges quadratically when provided with a su�cientlyaccurate initial approximation. Generally speaking, a nonlinear system, F (x) = 0, wherex is a vector of n unknowns, can be solved using Netwon's method for nonlinear systems.
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(c) (d)Figure 1: The results for Sphere Image using our method. (a) Gray level image withoutany approximation. The light source direction is (0:01; 0:01; 1). (b) Gray level image usinglinearity in Z. (c) Histogram of di�erence in (a) and (b). (d) A 3-D plot of the depth mapcomputed by our algorithm.



12Netwon's method is a functional iteration procedure which evolves from selecting x0 andgenerating, for k � 1, xk = xk�1 � J(xk�1)�1F (xk�1); (15)where the matrix J(x) is de�ned byJ(x) = 2666666664 @f1(x)@x1 @f1(x)@x2 : : : @f1(x)@xn@f2(x)@x1 @f2(x)@x2 : : : @f2(x)@xn... ... ...@fn(x)@x1 @fn(x)@x2 : : : @fn(x)@xn 3777777775 ;and is called the Jacobian matrix. This method is generally expected to give quadraticconvergence, provided that a su�ciently accurate starting value is known, and J(x)�1 exists.It involves solving a linear system. This can be done by using the Jacobi iteration method,which is e�cient in terms of both computer storage and computational times for a largesystem with a high percentage of zero entries.Equation 6 is a nonlinear equation in three unknowns. We have a nonlinear system ofN2 such equations with N2 unknown Z(x; y) for a N x N image, where Z(x; y) is the depthvalue at a point (x; y). The way we solve it using linear approximation is really a form ofNetwon's method for a large nonlinear system with a high percentage of zero entries. Asmentioned before, Netwon's method is generally expected to converge quadratically whenprovided with a su�ciently accurate initial approximation. In our case, without any priorknowledge about the input image, the best initial estimation of depth, Z(x; y), for each pixelis zeroIn order to show that our algorithm converges to the correct answer and to evaluateits performance, we need to choose an error measure and test images. Horn [3] discusses anumber of possible error measures. Here, we use the average magnitude of the gradient errorjpn � p̂j+ jqn � q̂j as the error measure, where (pn; qn) is the estimated surface normal aftern iterations, and (p̂; q̂) is the true surface normal. Since we do not have the true surfacenormal for the real images, we have performed the convergence tests on two synthetic images,Sphere and Mozart.In Figure 2 the error-iteration curve for the sphere image in shown. We can clearly seethat the average error of the surface normal is decreasing as the number of iterations increase.
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Figure 2: The error-iteration curve for the sphere imageThe results for the Mozart image are shown in Figure 3. The true depth map shown inFigure 3.(a) was obtained by a laser range �nder from the University of Southern California.The gray level image generated from the true depth map using a light source of (0:01; 0:01; 1)is shown in Figure 3.(b). The gray level image generated from the estimated depth map byour method and using the same light source is shown in Figure 3.(c). Figure 3.(d) shows theerror-iteration curve for the �rst 20 iterations.5 Implementation DetailsOur iterative algorithm can be implemented very straightforwardly. Assuming the initialestimate of Z0(x; y) = 0 for all pixels, we only need to compute the function f(Zn�1(x; y)),and the �rst derivative of the function f 0(Zn�1(x; y)) at each iteration. The formula inequation (9) will re�ne the depth map at each step. However, recall that the �rst derivativeof the function f 0(Zn�1(x; y)) in Equation (10) guarantees a nonzero value only for the �rststep. Depending on the surface shape of the object, Equation (10) could become zero, whichcause division by zero in equation (9). For example, when the surface normal is directlyfacing the light source (p = ps and q = qs), or when p = q and p+ q = ps+ qs, the derivativeof the function , f 0(Z(x; y)), becomes zero. In order to solve this problem, we need to do
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(c) (d)Figure 3: The results for Mozart Image. (a) A 3-D plot of the actual depth map obtainedwith a laser range �nder from USC. (b) The reconstructed gray level image using the actualdepth map and light source at (0.01,0.01). (c) The reconstructed gray level image using theestimated depth map and light source at (0.01,0.01). (d) The error-iteration curve.



15some modi�cation. Let us rewrite the Equation (9) as follow:Zn(x; y) = Zn�1(x; y) +Kn(�f(Zn�1(x; y)));where Kn needs to satisfy three constraints. First, Kn is approximately equal to the inverseof dfdZ(x;y)(Zn�1(x; y)). Second, Kn equals zero when dfdZ(x;y)(Zn�1(x; y)) approaches zero. Andthird, Kn becomes zero when Zn(x; y) approaches to true Z(x; y). Now, we de�ne Kn asfollow: Kn = Snx;yMx;yWx;y + Snx;yM2x;y ;where Mx;y = dfdZ(x; y)(Zn�1(x; y));Snx;y = E[(Zn(x; y)� Z(x; y))2];E is the expectation operator, and Wx;y is small, but non-zero. Since Wx;y is a small value,Kn is approximately equal to 1Mx;y , which is the inverse of dfdZ(x;y)(Zn�1(x; y)). When Mx;yapproaches to zero, Kn becomes zero. When Zn(x; y) approaches to true Z(x; y), Snx;y (theexpected value of (Zn(x; y)� Z(x; y))2) will become zero. Therefore, Kn will be zero. Wecan see clearly that the de�nition of Kn satis�es all three constraints.Many people in the vision community will recognize this as an example of Kalman �l-tering, which has been applied to many problems in the lower level vision. This can beconsidered to be Extended Kalman �ltering because, in general, the equations for both thestate vector and a measurement vector in Kalman �lter are nonlinear. However, if good esti-mates of these vectors are available, a linear approximation in a small neighborhood can beconsidered. That is precisely what is being done here. In the Kalman �ltering terminology,K is known as the Kalman gain, and Wx;y and Sx;y are the standard deviations associatedwith the input and the state variables, respectively.The complete C code for our algorithm with sample images are available by anonymousftp from eustis@cs.ucf.edu under the directory /pub/shading. The main part of theprogram including the iterative loop is only 25 lines. The program runs very e�ciently, sinceall the computations are purely local. For instance, it takes about 0.2 seconds CPU timeper iteration on the SUN SPARCstation-1 for a 128 � 128 image.



166 Experiments6.1 Results for Lambertian SurfacesWe have applied our algorithm on several real images, and have obtained quite encouragingresults. The results are shown in Figures 4{7. In all of these Figures the depth map is shownafter two iterations. In these experiments the direction of the light source was computed byusing the Lee and Rosenfeld's method [4], or else the results for illuminant direction quotedin Chellappa and Zheng [12] were directly used.The results for the Lenna image are shown in Figure 4. This image has been used as atest case in several papers on image compression and shape from shading. In this examplethe nose, eyes and lips are recovered quite reasonably, as shown in the 3D plot of the depthmap in Figure 4.(b). The surface area around cheeks also appear nice and smooth. Twogray level images generated from the recovered depth map using two di�erent light sourcesare shown in Figures 4.(c){(d).Next, the results for the Mannequin image are shown in Figure 5. In this example thehead and the surface area around cheeks are recovered reasonably, as shown in the 3D plotof the depth map in Figure 5.(b). Two gray level images generated from the recovered depthmap using two di�erent light sources are shown in Figures 5.(c){(d).The results of the Yowman image are shown in Figure 6. This is a line drawing of afamous underground cartoon character named Zippy. This image was taken from Pentland's[8] paper using a standard camcorder, and was then digitized. The recovered 3D surfaceshown in Figure 6.(b) is amazingly good. The ears, nose, eyes and lips are very clear. Theseresults appear to be slightly better than the results shown by Pentland on the same image.Most parts of Pentland's 3D plot appear almost at. Two gray level images generated fromthe recovered depth map using two di�erent light sources are shown in Figures 6.(c){(d),which appear very similar to the original gray level image shown in Figure 6.(a).Finally, the results for the Part image are shown in Figure 7. This is the image of anautomobile part. The recovered 3D depth map in Figure 7.(b) clearly shows various surfaces.The round surface in the center appears at a higher depth than the four surface areas shownoutside the center.
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(a) (b)
(c) (d)Figure 4: The results for Lenna Image. (a) The input image. The light source parametersestimated by Zheng & Chellappa's method are : slant = 52:46o , tilt = 11:73o. (b) A 3-Dplot of the depth map computed by our algorithm. (c) A reconstructed gray level imageusing depth map in (b) and constant albedo = 255 with the estimated light source direction(slant = 52:46o , tilt = 11:73o). (d) A reconstructed gray level image using depth map in(b) and constant albedo = 255 with the light source direction (slant = 45o , tilt = 0o).
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(a) (b)
(c) (d)Figure 5: The results for Mannequin Image. (a) The input image. The light source param-eters estimated by Lee & Rosenfeld's method are : slant = 42:2o , tilt = 14:4o. (b) A 3-Dplot of the depth map computed by our algorithm. (c) A reconstructed gray level imageusing depth map in (b) and constant albedo = 255 with the estimated light source direction(slant = 42:2o , tilt = 14:4o). (d) A reconstructed gray level image using depth in (b) andconstant albedo = 255 with the light source direction (slant = 135o , tilt = 0o).
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(a) (b)
(c) (d)Figure 6: The results for Yowman Image. (a) The input image. The light source parametersestimated by Lee & Rosenfeld's method are : slant = �45:75o , tilt = 62:14o. (b) A 3-Dplot of the depth map computed by our algorithm. (c) A reconstructed gray level imageusing depth map in (b) and constant albedo = 255 with the estimated light source direction(slant = �45:75o , tilt = 62:14o). (d) A reconstructed gray level image using depth map in(b) and constant albedo = 255 with the light source direction (slant = 45o , tilt = 0o).
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(a) (b)
(c) (d)Figure 7: The results for Part Image. (a) The input image. The light source parametersestimated by Lee & Rosenfeld's method are : slant = 65:28o , tilt = 237:94o. (b) A 3-Dplot of the depth map computed by our algorithm. (c) A reconstructed gray level imageusing depth map in (b) and constant albedo = 255 with the estimated light source direction(slant = 65:28o , tilt = 237:94o). (d) A reconstructed gray level image using depth map in(b) and constant albedo = 255 with the light source direction (slant = 45o , tilt = 0o).



216.2 Result for Specular SurfacesThe results for the synthetic specular sphere image are shown in Figure 8. The inputimage, Figure 8.(a), was generated based on Healey and Binford's reectance model. Thereconstructed gray level image generated from the recovered depth map using the same lightsource and reectance model is shown in Figure 8.(b). The scaled needle map of the centerarea of the image is shown in Figure 8.(c). The needle map clearly shows the shape of asphere.The results for the cylinder image are shown in Figure 9. The input image, Figure 9.(a),was taken by a camcorder in our lab. Since we do not have an exact point light source, theimage has one wide bright strip instead of a thin line. However, the reconstructed gray levelimage, Figure 9.(b), looks very similar to the original gray level image.The results for a tomato image are shown in Figure 10. The input image, Figure 10.(a),was obtained from Carnegie Mellon University. The scaled needle map of the center area ofthe image is shown in Figure 10.(b).7 Parallel ImplementationSince our algorithm is purely local, it is very suitable for the parallel implementation. Cur-rently, the algorithm takes .2 seconds for a 128� 128 image on the Sun Sparcstation-1. Thealgorithm can be made real-time by using a parallel machine. We have experimented withtwo preliminary versions of this algorithm on the BBN GP1000 parallel machine . In the �rstversion, the input image was treated as common memory and was shared by all processors.In the second version, each processor was supplied with a copy of the input image in orderto reduce the memory contention. For the �rst version the single processor of GP1000 tookabout 17 seconds, due to slow processors in the BBN machine. However, the speedup of 34with 59 processors was achieved. With the second version, the single processor took about6 seconds, and a speedup of 29 was obtained with the 32 processors. Figure 11 shows thetime-processor curve for the sphere image using the second version of our parallel algorithm.The architecture of GP1000 (MIMD machine) is not very suitable for our problem, and ingeneral it is not appropriate for problems involving image and matrix data structures. Inthe GP1000 a whole row of an image or matrix is assigned to one process which results in
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(c)Figure 8: The results for a synthetic specular sphere Image. (a) The input image. The lightsource direction is (0.01,0.01,1). (b) A reconstructed gray level image using the estimateddepth map with same light source direction. (c) The needle map.
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(a) (b)Figure 9: The results for a specular cylinder Image. (a) The input image. The light sourcedirection is approximate (0,0,1). (b) A reconstructed gray level image using the estimateddepth map with same light source direction.
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(a) (b)Figure 10: The results for a specular tomato Image. (a) The input image obtained fromCMU. The light source direction is (-0.059,-0.039,0.997). (b) The needle map of the centerarea.
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Figure 11: The time-processor curve for the sphere imagememory contention. Note that due to the local nature of our algorithm, a SIMD machinewill be more suitable for parallel implementation. The MasPar, a SIMD parallel machine,has some features to facilitate parallelization of algorithms for solving our problem. First,the MasPar machine has a 2-D PE array of 64 � 64. Second, each processor has its owndistributed local memory. Third, each processor can easily communicate with its neighbors.Therefore, an image can be naturally mapped to this PE array, in which each processorperforms the same instructions simultaneously on one or more pixels. We will work on theimplementation of our shape from shading algorithm on the MasPar in the future. We expectto achieve a speedup of close to 100% for a 64 � 64 image with 4,096 processors.8 ConclusionsThe recovery of surface shape from a single shaded image is a very important problem inComputer Vision. We presented a very simple and fast algorithm for computing the depthmap from a single monocular image. Our approach uses a linear approximation of reectancein Z. We �rst employ a discrete approximation of p and q, and then compute the Taylorseries of reectance up to the �rst order term. This results in a simple iterative scheme forcomputing the depth map from an intensity image when the light source direction is known.The algorithm works quite well and is very easy to implement. The results on several real
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