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Abstract

In this paper, we present a multi-zoom framework for activity analysis in situations requiring combinations of both detailed and
coarse views of the scene. The epipolar geometry is employed in several novel ways in the context of activity analysis. Detecting and
tracking objects in time and consistently labeling these objects across zoom levels are two necessary tasks for such activity analysis. First,
a multiview approach to automatically detect and track heads and hands in a scene is described. Then, by making use of epipolar, spatial,
trajectory, and appearance constraints, objects are labeled consistently across cameras (zooms). Finally, we demonstrate how multiple
levels of zoom can cooperate and complement each other to help solve problems related to activity analysis.
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1. Introduction

Activity recognition is being aggressively studied in
computer vision for a range of applications from surveil-
lance to gesture recognition. A growing number of surveil-
lance applications are utilizing forests of sensors for
increased monitoring over large areas. These cameras gen-
erally have a low zoom to cover as much area as possible,
yielding valuable tracking information and overall scene
context. Other work in activity recognition has focused
on facial expression analysis and gesture recognition using
highly zoomed cameras of the face and hands. By sacrific-
ing overall scene context the higher zooms gain valuable
detailed, subtle cues about specific events in the scene.
There is currently a gap between the surveillance class of
applications, where the cameras generally have a low zoom
and subjects are tracked simply as blobs, and the gesture
analysis applications which analyze highly detailed images
of faces, hands, and eyes. Several researchers have hinted at
the possibility of combining multiple cameras with different
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levels of zoom for improved activity analysis [1,2]. There-
fore, we propose an approach for activity analysis to inte-
grate the strengths in coarse views, mid level views, and fine
views.

In many problem domains there are certain regions in
the scene where detailed (highly zoomed) monitoring is
needed. In other areas only a coarser view of the scene is
needed. Consider an office environment where someone is
working at a desk. Many actions one would perform in this
environment involve the head, such as talking, using the
phone, looking at something, eating, coughing, putting
on eye glasses, etc. A coarse view of the scene can give
information about the origin and destination of hand-held
objects and about such matters as how fast the hands are
approaching the face. A finer view around the facial region
would be able to provide more detailed information such as
where on the face the action occurred, where the person is
looking, whether the person is talking or not, what kind of
object is being brought to the face and so on. In this con-
text, it would be helpful to have multiple cameras employ-
ing varying degrees of zoom to accomplish activity
analysis.

To achieve multi-zoom activity analysis, the following
problems need to be solved. (1) The head and hands need
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Fig. 1. Example of scene showing zoom 1, zoom 2, and zoom 3 views.

to be automatically detected and tracked in each view. (2)
Objects need to be consistently labeled across views. (3)
The cameras must cooperate to perform activity analysis.
We have experimented with a camera configuration in
which there is a hierarchy of N > 3 zooms which give var-
ious degrees of detail in the scene shown in Fig. 1. The non-
planarity of the scene requires these problems to be solved
using the epipolar geometry. We assume the epipolar
geometry of the scene is known, but it could be learned
as in [3].

Our key contributions are the following: we first demon-
strate a bootstrapping process that automatically finds the
head and hands in the video sequences. Our approach uti-
lizes dynamic color models and multi camera cooperation
to achieve better recognition than was possible with inde-
pendent cameras. Then a method for consistently labeling
objects across multiple cameras (each camera with a differ-
ent zoom) is presented. Innovations of our algorithm
include incorporating not only epipolar, spatial, and
appearance information, but also integrating trajectory
matching. Finally, it is shown how the zoom levels can
be combined to give better activity analysis capability.
Preliminary results of this method appeared in [4].

The organization of the paper is as follows. Related
work is discussed in Section 2 and some mathematical con-
ventions are given in Section 3. Section 4 presents the
method of detecting and tracking the heads and hands. Sec-
tion 5 demonstrates how to establish uniform labeling of
objects across cameras. Section 6 presents the action anal-
ysis module. In Section 7, results are discussed and finally
we conclude.

2. Related work

Activity recognition is an important problem in comput-
er vision, and there has been an increasing amount of
research done in this field in recent years [5,6]. The problem
of integrating multiple levels of detail (MLOD) to improve
activity recognition is not as well studied. This paper pro-
vides a formulation for studying MLOD in the context of
activity analysis.

In [7], multiple cameras are used to cover non-overlap-
ping regions to recognize activities. They introduce the
Abstract Hidden Markov mEmory Model to analyze activ-
ities, which allows them to utilize the inherent hierarchical
structure of activities. Their approach is used to cover large
spatial environments, however they do not attempt to use

multiple levels of detail to perform finer action recognition.
In [8], a large scene is monitored and people and vehicles
are tracked automatically. Three dimensional world coor-
dinates are determined for all objects. Though the system
does not make any inferences as to what kinds of activities
are occurring. All information is passed to an operator for
evaluation.

An active vision system is presented in [9] using one stat-
ic and one Pan-Tilt-Zoom (PTZ) camera to identify and
track multiple people. This approach makes a number of
restrictive assumptions on the color of people’s clothes
and number of people present. No activity analysis capabil-
ities are demonstrated.

By combining multiple cameras in an active vision sys-
tem with stereo vision, Hongo et al. [10] is able to perform
head and hand tracking and limited gesture recognition.
Their correspondence only considers horizontal epipole
line information and object size. A multiple camera
approach is given in [11] to detect events for an intelligent
meeting room, however they do not use the high zoomed
cameras for activity analysis. In both these systems the
camera positions are known beforehand. We have tried
to avoid active vision systems (i.e., PTZ and foveating cam-
eras) in our approach to focus on integrating multiple
zooms levels simultaneously.

A key element of any multi camera activity analysis sys-
tem is the consistent labeling of objects across cameras. An
obvious option would be to compute the full 3D alignment
using stereo. Basic stereo methods will fail because the
assumption of the standard stereo setup is violated [12].
Even after applying polar rectification [13] to our image
pairs and then attempting the methods in [14, 15], these
direct methods fail because polar rectification cannot
resolve the ambiguities in occlusion and illumination
changes across the cameras.

In [16], a feature based method is used, in which the fea-
ture point matches are picked randomly. Then a homogra-
phy is estimated and an error function is minimized which
allows the best guesses to help contribute to a better esti-
mate in the next round. In our case however, we do not
have a ground plane to work with, which they require,
and we have a full 3D scene. As noted in [17], the approach
is also sensitive to noise and match ambiguities. Work pre-
sented in [18] attempts to find the fundamental matrix and
establish trajectory correspondences in 3D scenes. Howev-
er, their method does not take full advantage of appear-
ance, trajectory, and spatial properties, which we have
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found adds more robustness to finding the consistent label-
ing across cameras.

In [19], the rank constraint is used to find linearly depen-
dent trajectories. In this way similar trajectories can be
grouped together for classification. While they achieve
good results, if multiple trajectories in multiple views move
similarly then there is ambiguity between which trajectories
are most similar. Further, the method could not be extend-
ed to our trajectory matching because it cannot handle
matching degenerate trajectories, like stationary objects.

A method is presented in [20] to track across wide field
of views. They use epipolar, homography, landmark,
apparent height, and apparent color to resolve ambiguities.
However, the system assumes common illumination across
the cameras. We use a better appearance comparison using
energy minimization. They neglect to use trajectories them-
selves, which also provide us a valuable cue to alignment.
Further, their approach would have problems without
ground plane calibration.

Work done by [21] show how depth and color informa-
tion are combined to track multiple people in a scene using
a pair of stereo rigs. Appearance and spatial information
are both used to acquire matching trajectories across views.
In [22], range data are acquired from stereo pairs to match
trajectories across views. Pixel data from multiple views are
integrated in a late-segmentation strategy. Each pixel is
checked against all trajectories estimated over time.

In [23], correspondences are acquired using segmentation
and epipolar geometry with information combined from
multiple cameras. Their method relies on ground plane cali-
bration and will not work as we have no ground plane. Multi-
ple views with widely different zooms are not considered.

While there has been much work done in multicamera
surveillance integrating multiple zooms simultaneously
has not been well studied. Our work provides an algorithm
for making high level inferences about activities using mul-
tiple zooms. Further, because no consistent labeling (i.e.,
correspondence) algorithms were successful in our test
cases a new method needed to be developed.

3. Definitions and conventions

There are many good references on the details of multi-
view geometry. Refs. [24, 25] provide good introductory
knowledge. Only the minimum foundations needed for
our purposes are presented here. A pair of cameras are
related by the fundamental matrix, so all points in image
I can then be transferred to their corresponding epipolar
line in I’ by /=p-F, where / =[a f y] are the coeffi-
cients of the line

w-r+pf-cty=0, (1)

p is any point in /, F is the fundamental matrix, and r, ¢ are
the row and column indices of point p. All epipolar lines
will pass through the epipole, found from F by taking its
singular value decomposition, F = U - W - VI, The epipoles
are obtained by normalizing the last columns of V and U.

To transfer an epipolar line to image coordinates normalize
1. For lines with slope |m| > 1 apply Eq. (2):

p=1x[0 1 0]" and p,=1Ix[0 —1/Y 1],

2)
where Yis the height of the image and p,, p, are the intersec-
tion points of the image with the epipolar line /. The slope mis

the ratio of the coefficients & A slightly modified operation
gives the intersection points for lines with slope |m| < 1:
pr=Ix[1 0 0]" and p,=Ix[-1/X 0 1],

(3)
where X is the width of the image and p;, p, are the
intersection points of the image with the epipolar line /.

Now consider N cameras (we show 3) using zoom 1
through zoom N (for us, zoom 1 through zoom 3). Let
C; be the camera number with zoom i. Define /;, to be a
color image at frame, f, taken from camera C;. Define the
set of objects in a particular image frame as
Xiy = {xs...,x}}, where i is the camera number and f,
1 < f< Z, is the frame number. m represents the number
of objects in a particular frame. An object is defined by
its bounding box (top left, bottom right corners). The cen-
troid of x}, can be represented as the vector: [xf, i /.]T
We would like to determine the consistent labeling between
all objects in the various sequences. For a given frame f we
have the set T'={X;5 ..., Xys expanded as T =

{{x{‘f, ... ,x’f}}, {xéf, .. ,x’z"j-}, el {lev,fv . ,x;\",’”f}}, which
is the set of all objects for frame /. We would like to find

the mapping

k o a a a,
w(x, ) = {xblfvxb;fv e ’xbivf}

which takes a particular object k in frame f viewed from
camera n, and finds the corresponding object a, with
1 < a; < my, for all cameras b, 1 < b; < N, b; # n, if the ob-
ject is visible. m is subscripted to stress that the number of
objects can vary between frames and/or cameras.

4. Detection and tracking of heads and hands

For activity analysis, the heads and hands first need to be
detected, tracked, and labeled across cameras. This section
deals with detection and tracking of heads and hands. Our
approach first finds the head regions and then builds color
models of these regions which are used to find the hands.
The head regions are detected independently for each cam-
era, C,, employing the object detector described in [26].

Using the RGB pixel values of the head region, a color
model, 4, is built for each, C,, as in [27]. However in [27],
the remaining color pixel values are treated as negative
samples. This will not produce a good color model in our
case because the hand regions will count as negative sam-
ples. To overcome this limitation, after building an initial
color model using the positive sampled regions, the final
color model is only negatively weighted by those samples
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which did not show up positively in the initial color model.
This prevents the hand regions from contributing adversely
to the final color model and provides better segmentation.
An appropriate threshold can be chosen to make a binary
decision,

1’ ha b 7b > b
Hu(r,g,b)={ (n8.5) > a

0, otherwise,

(4)

which can then be used to segment the images.

Since the head detector is for frontal head regions only,
the color model will be helpful for detecting hands and
heads with small variations in viewpoints. Fig. 2 shows
the input images in column one. Color segmentation out-
put and head detection is in column two. Detected heads
were drawn with rectangles around them.

Once a detected head given by the head detector has
been present for more than four frames, a mean shift [28]
tracker is initialized around this head region, which will
provide tracking information in subsequent frames. There
is no limitation to how many heads can be in the scene at
one time. An alternative approach would be to initialize
mean shift trackers around head regions whose centroids
project to epipolar lines that intersect found head regions
in all other views.

Next the hands must be found and tracked in each view.
We could simply track all skin colored regions that were
found from the head color model, but this has problems
as there are many spurious skin regions marked. Better
detection is possible using multiple cameras. First for frame
£, all possible hand candidates are independently labeled in
each camera, C,, using H,. Hand candidates are those con-
nected components that have size

ZH(J(]“J'(xiayi)) > 5 . @1,

where @, is the average head size in this camera, 6 = .05,
and >, occurs over the connected component. The compu-
tation is performed at all levels of detail.

centroid in (a) to epipolar line in (b)
A B

Fig. 3. Unambiguous hand labeling. Three blobs are shown in (A). Blob t
is the head and has already been identified in the first stage. It is shown
(along with its epipolar line projections in both views for completeness).
Blobs u and v are hand candidates. Blob v in (A) has its centroid projected
to its epipolar line in (B). This line in (B) is searched for a matching,
unambiguous hand candidate. It can be seen that there is a single hand
candidate (blob y) on this epipolar line. This is an unambiguous match.
Since the match is unambiguous, a mean shift tracker would be initialized
around blob v in (A) and blob y in (B). This process starts the tracking for
the matching hand candidates in both views. Similarly, the hand candidate
blob u in (A) has its centroid projected to its epipolar line in (B). This line
is then searched and since a single hand candidate, blob x, is on this
epipolar line, mean shift trackers would be initialized around each of these
blobs in both views.

Fig. 2. Output from the head detector and color segmentation. Found head regions are marked by rectangular boxes, and color pixels belonging to the
head color model are marked as white. The first row is frame 3 in zoom 1. The second row shows frame 162 in zoom 1. Though no explicit color model has
been generated for the hands, they show up reliably even for multiple people. In row 1 both heads are found, but later in the sequence (row 2) the head
detector misses one head, though the color segmentation still finds both head regions as skin regions. (For interpretation of the references to color in this

figure legend, the reader is referred to the web version of this paper.)
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Once all candidate hand regions are labeled, the epipo-
lar geometry is used to confirm or reject the presence of a
hand on an epipolar line in another view. Fig. 3A repre-
sents a lower zoomed image and Fig. 3B represents a
higher zoomed image. Three objects (one head and two
hands) and the corresponding epipolar lines of the objects
from the other view are shown in each image. For each
hand candidate in C, its centroid is projected to an epipo-
lar line in C,. The epipolar line is searched for a region

centroid in (a) to epipolar line in (b)
A B

Fig. 4. Ambiguous hand labeling. Three blobs are shown in (A). Blob t is
the head and has already been identified in the first stage. Blob v in (A) has
its centroid projected to its epipolar line in (B). This line is searched and it
is found that there are two hand candidates, blobs y and z on this epipolar
line, thus a mean shift tracker would not be initialized around any of these
regions. This is so because there is an ambiguity as to which hand
candidate in (B) corresponds to the hand candidate in (A).

Framelat zoom 2

with size € - @,, where @, is the average head size in this
camera and e is a small positive constant. If only one
region is found on the corresponding epipolar line in C,
then a mean shift tracker is initialized around these
regions in both views, and the regions are tracked. If there
are multiple hand candidates along this line, the search is
deemed ambiguous, and no mean shift trackers are intro-
duced. This can be seen in Fig. 4. This method is able to
successfully detect and track the head and hands.
Figs. 5-8 show automatic initialization of the hands. In
all cases subfigures (a) and (c) are the same frame, f,
taken from zoom 1 and 2, respectively. Subfigures (b)
and (d) are the same frame, f', taken from zoom 1 and
2, respectively.

It often happens that the hand partially overlaps or
occludes the face. When one or both hands overlap with
the face the mean shift tracks will find the same candidate
region (shown in Fig. 9). In this case, the algorithm will use
one of the tracks for all the overlapping regions. Once the
regions separate, the proposed initialization procedure will
find and reinitialize the regions. The algorithm then can
continue tracking these regions using geometrical domain
knowledge based on which side of the face the hand was
on.

When there are multiple head and hand regions and
when there are other objects that need to be tracked, a con-
sistent set of labels across cameras for all objects will be
necessary. A method to establish these consistent labels
across cameras is presented next.

Frame 31 at zoom 2

Fig. 5. In (c) Labels A and B indicate the found two hand candidates. Each hand candidate has a box around it. Since no matching hand candidates have
been found in (a), these hand candidates are not tracked in subsequent frames. For frame 31 in (d) two hand candidates, Labels C and D, are found. In (b)
a single hand candidate Label E is also found. Labels C and E are not ambiguous (according to the detection method), so mean shift tracks are initialized
around both of these corresponding regions. Since Label D in (d) has no corresponding hand candidate in (b) no mean shift tracker is initialized around

Label D.
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B L

Frame 101 at zoom 1

Frame 10 at zoom 1

Frame 10 at zoom 2 Frame 101 at zoom 2

Fig. 6. In frame 10 there are no hand candidates in either (a) or (c). In frame 101 in (d) the hand candidate labeled A is found. In (b) a hand candidate,
Label B, is also found. These hand candidates are not ambiguous so mean shift tracks are initialized around both of these hand candidates in both zooms.

] ’ .
J

s=4

Fréme 360 at zoom 2

Fréme 364 at zoom 2

Fig. 7. In (c) Labels A and B indicate the found hand candidates. Since no hand candidates that match have been found in zoom 1 (a), these hand
candidates are not tracked in subsequent frames. For frame 364 in (d) Labels C and D indicate the found hand candidates. In (b) a single hand candidate,
Label E, is also found. Since Labels D and E are unambiguous, mean shift tracks are initialized around both of these corresponding regions in (b) and (d).
Since hand candidate Label C in (d) has no corresponding hand candidate in (b) no mean shift tracker is initialized around Label C in (d).

5. Establishing consistent set of labels across cameras

To allow the cameras to communicate object informa-
tion to one another, a method to determine the consis-
tent set of labels across cameras needs to be found.
For simplicity we will describe our method using two

cameras. The ideas can easily be extended to work with
additional cameras. Given two cameras, C, and Cp,, we
want to determine the consistent set of labels for objects
between cameras for frame j (see Section 3 for a precise
definition).

Our approach uses the following constraints:
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Frame 52 at z-oom 1

Frame 10 at zoom 2 Frame 52 at zoom 2

Fig. 8. In frame 10 there are no hand candidates in either (a) or (c). For frame 52 in (d) hand candidate, Label A, is found. In (b) Label B is also found.
These hand candidates are not ambiguous so mean shift tracks are initialized around both of these hand candidates in both zooms.

G - = =

Frame 190 at zoom 2

Frame 190 at zoom 2 Frame 226 at zoom 2

Fig. 9. In (c) the Label A is found as a hand candidate, though this hand candidate cannot be seen in (a). Since there is a partial overlap occurring with the
head and other hand, this hand is not considered a hand candidate in either (a) or (c). Since no matching hand candidates have been found in (a), the hand
candidates are not tracked in subsequent frames. Frame 226 occurs after the occlusion. In (d) hand candidates Labeled B and C are found. In (b) a single
hand candidate, Label D, is also found. Since Labels B and D are unambiguous, mean shift tracks are initialized around both of these corresponding
regions. Label C in (d) has no corresponding hand candidate in (b) so no mean shift tracker is initialized around it.

® epipplar line p'rojections for each object The algorithm starts by transferring the object centroids
* spatial constraints in C, to their corresponding epipolar lines in Cp. The dis-
e trajectory constraints tance between each epipolar line and each centroid in C,

e appearance constraints for each object. can be accumulated and thought of as a matching error
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between the object in C, that generated the epipolar line and
the object in Cp,. A distance of zero indicates a good match.
This is done for every frame in the sequence. The best match
can be selected as the epipolar line/centroid pair with the
lowest error. This leads to the following algorithm.

1. For the fth frame Vm objects: X,, = {xaf, . af}
make a set of all centroids, P, ={[%,, 7, f] ,
N B P 4 f] } in camera C,. Transfer these centroids
using the fundamental matrix to get the set, A, of corre-
sponding epipolar lines

(I} = {085, 9 UFah. {12, 52, 1R}
in camera Cj, that correspond to the centroids P, from C,.
2. Make a set of centroids P,= {[x,,f yb’f} ,
% j/Z,-]T} in camera C, Vnr objects:
Xy ={x};,--.,x;,}. There is no requirement for
n = m. If the ith object of Ca,xfl‘f is visible in Cj it will
lie on some epipolar line /. So V[%; , ng.]T € P, and
V1 € A the error for this match is the Euclidean distance
between the centroid and the epipolar line

o I % 41y, +1,
Alg, 5, 1) - StE
Vit

This distance is the error to match the object, x;, ,, in C,
(whose epipolar line is /) with the object, xg > Gy L, g,
L, are the coefficients of /, the epipolar line with parame-
ters described in Eq. (1). We can compute the accumulat-
ed distance error for every centroid p € P, in C, with
every epipolar line for every frame and match the objects
that had the lowest error.

More formally given an object x’ in C,, to find the
corresponding object in all other cameras C, compute:

ab

] ab> [x/ j’itf 1])a

N,
x Y d([x, Vi
=

where b is the index of the bth camera. N a’b is the number of
frames for which objects 7, j had valid tracks in cameras a,
b, respectively. F,) is the fundamental matrix between
cameras a and b. The function d is given in Eq. (5). We
have verified that slightly better results can be achieved
by modeling the error measure as a gaussian zero mean
random variable
2
(%), (7)

d,(l’[%,f j}if 1]):\/W

where ¢ is the value of Eq. (5). We used Eq. (7) in our
experiments.

In the above algorithm a method was presented that
finds the labeling going from C, to C,. It is desirable for
the matching to be commutative (if the number of objects
differ across cameras, i.e., n # m, then the matching occurs
only in the direction with less objects), so that

(x' in C, matches ¥’ in C}) <= (¥ in C, matches x' in C,).

Unfortunately, if the algorithm is computed from C, to C,
the labeling might not be the same. Eq. (6) can give differ-
ent minimums going in different directions. This can hap-
pen, for example, when multiple centroids in C, lie on
nearly coincident epipolar lines in Cp,. The next three con-
straints provide additional restrictions on matched objects
to help reduce the incorrect labelings due to these
ambiguities.

5.1. Spatial constraints

When two object centroids in one view project to nearly
coincident epipolar lines in another view, it is difficult to
determine which line belongs to which object using solely
a Euclidean based distance criteria. In the case of coinci-
dent epipolar lines, the distance metric described in the pre-
vious section might not match the correct objects. In our
camera setup the spatial ordering of objects across cameras
must be preserved. We can use this fact to make a better
determination as to which match is correct. The difficulty
is in determining which object matches are to be penalized.
Consider Fig. 10B to illustrate the difficulty. The red box

Fig. 10. One type of spatial inconsistency. The head and hand bounding boxes intersect in both views. The first spatial constraint tests for intersecting
bounding boxes. If the boxes intersect in one view, then intersecting boxes in other views are checked for consistency and penalized if necessary. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this paper.)
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indicates the hand track. The white box indicates the head
track. The small blue circles indicate the centroids of each
of these bounding boxes (the lower centroid corresponds to
the hand). The red and white lines correspond to the simi-
larly colored bounding boxes in 10A. Using the distance
criteria both blue centroids are closest to the white epipolar
line (corresponding to the head in 10A). Which match is
the correct one and which should be penalized? To aid in
resolving this ambiguity, we consider the two cases: in
the first case, the bounding boxes of the objects intersect
each other in both views, shown in Fig. 10. In this case,
the object matches to be penalized can be easily identified.

Concretely, we proceed in the following manner. Given
two objects in C,: x , x; , and two objects in Cy: xj /, x; ,
check the following condition

xg_f /\x;f and xif /\xZ'f with xj‘f‘prZ'f implies xﬁ\f-‘-l’pxﬁxf,

where /\ represents intersection between bounding boxes.
Y represents an operator that compares the ordering of
the bounding boxes along the axis (x or y) that the
bounding boxes are furthest apart on, and p is the parity
indicating the direction of the comparison operator V.
If this condition is not met, the spatial constraint has
been violated and the match between xj, and xj, is

penalized by the Euclidean distance between the centroids:

V1%, 35,105, 3,07 It will be shown later in this

section how to integrate this penalty into the original error
minimization.

In the second case, shown in Fig. 11, the bounding
boxes of the skateboard and book do not intersect but
the epipolar lines are almost coincident, which will result
in the epipolar distance minimization possibly selecting
the incorrect labels. To resolve this, recall that every epi-
polar line was generated by a known object in C,. The
two objects in C, nearest the coincident epipolar lines
and the original centroids in C, that generated the coinci-
dent epipolar lines are checked for spatial consistency.
The object matches to be penalized can, thus, be easily
identified. Concretely, the minimum distance between
the two epipolar lines

[fff,f j)if 1]Fa,b and [fZ,f j’gf 1]Fa,b

is computed. The minimum distance between points on the
line will occur at one of the end points of the image, which
can be found from Egs. (2) and (3). If min <g¢, then the
lines are nearly coincident and the respective centroids in
C, that are closest to either of the epipolar lines
(%3, 39, 1]Fapor[X, ¥, 1]F,, areidentified. Only
the situation where two centroids in C, have as their closest
epipolar line either [%5, 3, 1]F.por [¥, ¥, 1]F.
is considered because it allows us to unambiguously identi-
fy which objects to compare (xf;vf and xZ ) and penalize. If
the condition

d e h
xaz/'lex;f - ﬁ‘prxb,j'

does not hold then the match between xj , and xj , is penal-
ized by the Euclidean distance between the centroids:

\/ (%, ¥ )%, 31" Again, it will be shown later in

this section how to integrate this penalty into the original
error minimization.

5.2. Trajectory constraints

The spatial constraints may not resolve all ambiguities
due to inaccuracies in the tracking or fundamental matrix.
The spatial constraints work well, but stringent require-
ments must be satisfied to make use of them. Therefore,
a more broadly applicable trajectory constraint is intro-
duced. From a high level, the trajectory constraint looks
at all possible pairs of objects across views and penalizes
them according to how dissimilar their motion is (based
on the previous 30 frames). We address the following three
cases: (1) if the motion of both objects is negligible, no pen-
alty is assessed as the motion vectors cannot be reliably
obtained. (2) If the motion of both objects is large, then
a penalty is assessed based on the relative direction of the
motion vectors. (3) If the motion of one is negligible and
the other is large, a penalty is assessed based on the current
match score (as one of the motion vectors cannot be
reliably obtained).

The correct correspondences across cameras will be
penalized least since their motion is most similar. This con-
straint ensures that moving objects in one view match with
similarly moving objects in another view.

Fig. 11. A second type of spatial inconsistency. In this case the bounding boxes of the skateboard and book do not intersect but the epipolar lines are
almost coincident. This could result in incorrect labeling. The second spatial constraint penalizes label matches that overturn the order of the centroids.
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Formally, the trajectory constraint penalizes object xﬁlf
in C, matching object )Hbf in C, by adding to S(i,j) the
amount

0 for M!,, <1 and M}, <1
Tijy = A0;;S(i, j) * (.00001) for M, > 1 and M}, > 1

S(i,j) = .00001 otherwise,

(8)

where

S/
S(.) = 32 (08 o Ul 51, 1) o

5= 9

SR, I T+ T )

is the current cumulated un-normalized match score be-
tween objects x/, and x}. I 4(s) is an indicator function, 4
is the set of frames in which the spatial constraint is met
and A, is the index of the centroid that violated the spatial
constraint. It is subscripted by / to emphasize that it is
possible for a single object pair to be involved in multiple
spatial constraint violations.

1 i ~i ) N T
Ma"f’ = \/['xa,f yaf][xa,f-%—j ya,f—%—j]

represents the maximum motion in a 30 frame sliding win-
dow for any single object i in a particular camera C, for a
particular frame f. M’ ;= () when, there is no bounding
box information for x in this 30 frame window. To find j
compute

: i N S N T
J = argmax \/[xa,f Vs WXarss Vass]
J
A0, ;s represents the difference between the angle of the
maximum motion vectors for each object

i J
Mi%f ) be

A0, ; = arccos ——————.
' [V IV,

M, , is the maximum motion vector computed from M, :
, N V-
Moy = Bay =apj Far =Fasuil -

Since 0 < arccos(A0;;,) < V A0, there is no issue of
angles becoming imaginary or wrapping around 2.

5.3. Appearance constraints

Previous methods have considered color similarity of
objects between views to increase the accuracy of the label
assignments. This is important when there are small errors
in the track data or epipolar geometry which cause the
objects to be matched incorrectly. Directly comparing the
appearance of objects can present difficulties especially
when the cameras are not color calibrated. Relative color
similarity between objects still can give useful information.
At an abstract level we can consider all permutations of
object matches from one camera to another. Suppose there

are two objects, 4, B in Camera 1 and two objects A’, B’ in
Camera 2. One permutation would be 4 matches to 4’ and
B matches to B’. Another permutation would be 4 matches
to B’ and B matches to 4’. Given a permutation we can
find the appearance score of this match by computing the
average intensity difference between the corresponding
objects in the permutation.

Concretely, after applying the previous constraints to
all frames, if there are still ambiguous matches (i.e.,
those objects for which there is not a 1-1 mapping), then
collect these ambiguous objects into two lists. The
ambiguous objects in C, are 4 = {x!,... x} and those
in C, are B={x},...,x!}, where ¢ is the number of
ambiguous objects. To get the correct matches, find the
permutation of superscript indices in B to minimize the
relative error:

4] M N
1 - 1 -
= argmin — I,(x) — = Iy(x) ], 10
p=agnin ) {553 1) N%’” (10)

where P is the set of all permutations of the indices of
ambiguous objects in B. Each p is a set of indices of objects
in B. I(x) represents the image intensity at x. Fig. 12 shows
some results of the labeling algorithm. The tracks that are
colored the same were matched across views. In Section 4,
the method automatically finds the heads and hands. To
test the accuracy of the labeling algorithm, we have manu-
ally introduced additional bounding boxes around other
objects. The algorithm correctly labels all objects across
all views. More results are presented in Section 7. We show
the final function that needs to be minimized to satisfy all
constraints. Given an object x in C,, to find the corre-
sponding object in all other cameras C, compute:

N
. - " "
Vb # a obtain argmin —— Z (d'([%,, ¥y 1]Fap,
i ab =1 ' '

NN, o~ 1rehs kT
(%, ny 1D+ FA(f)\/M,/ W% 3l
+T14y) + Telxg, x3)Q(P),

(11)
where b is the index of the bth camera. I' 4(f) and I'¢ are
indicator functions, A is the set of frames in which the spa-
tial constraint is met and C is the set of objects for which
the appearance constraint is met. /i, is the index of the cen-
troid that violated the spatial constraint. It is subscripted
by / to emphasize that it is possible for a single object pair
to be involved in multiple spatial constraint violations.
Q(P) is the penalty amount found from Eq. (10).

6. Combining multiple zooms for improved activity analysis

After performing tracking and labeling across cameras,
the next step is to use the multiple levels of detail for
improved activity analysis. We demonstrate with three sce-
narios the capability of our system to use multiple levels of
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Fig. 12. Output of consistent labeling. Each row is a particular time unit in the sequence. For each row zoom 1, zoom 2, and zoom 3 are shown,
respectively. The previous object trajectories are superimposed on the current frame in the sequence. The matched trajectories across views are shown in
similar colors. All objects were labeled across views correctly. Row 3 shows a frame after the head has moved. Notice that this generates a white line,
similarly the white line appears in the other zooms indicating it is the same trajectory. (For interpretation of the references to color in this figure legend, the

reader is referred to the web version of this paper.)

scene detail to improve activity analysis. In Section 7,
detailed results are presented showing the effectiveness of
our integrated multi-zoom analysis.

6.1. Object segmentation

The first scenario we consider is determining whether
there is an object in the hand as it comes to the face. Using
only a view such as zoom 1 will present several challenges
because there is not enough detail to determine whether the
hand had an object in it, and whether it went to the mouth
or the ear. In a higher zoomed view such as zoom 3, there is
no way to know where the object originally came from in
the scene or where and when to look for the object, but
zoom 1 and zoom 2 both can provide this information to
zoom 3. Thus, multiple zooms need to be combined in a

manner such that each zoom level answers the questions
that it is best able to answer. We show how to combine
multiple levels of detail to detect and analyze these objects
that are difficult to detect with a single level of zoom. In
previous sections, C, and C, were denoted as arbitrary
cameras. Here, the strengths of each zoom are used, so
C; and C, denote the lower and higher zoomed cameras,
respectively. This notation will be used throughout this
section.

To identify if there is an object in either hand, the hands
in C; are analyzed for motion by computing 1, ;.. I, indi-
cates temporal derivative for camera, C; and frame f. Sig-
nificant motion of non-skin colored pixels indicates that a
potential object is found. p is denoted as the centroid of this
potential object in the lower zoom, C;. If a significant
amount of motion generated by non-skin colored pixels is



44 P. Smith et al. | Computer Vision and Image Understanding 103 (2006) 33-51

found in C), near the intersection of the epipolar line,
p - F;;, with the image plane, then an object is assumed
to be in the hand. The flowchart (including the auto-correct
step in Section 6.1.1) is shown in Fig. 13. Concretely, for
each hand region B; =x, in C; found using the method
in Section 4 compute:

S H Ly (p) s (p) > %,

PEB;

(12)

where p is an image point, H, is the negated color model of
the head and hands for C;, presented in Section 4. [; is the
image from camera C; for this frame f. I, , is a binary val-
ued motion segmentation produced from /,;,in the follow-
ing way:

Vp, ]t,l‘f<P) = It_’[‘f(_p) > o1 (13)

If Eq. (12) holds then C), can be notified as to where an ob-
ject may be present by finding the corresponding epipolar
line ¢ - F;;, where c is the centroid in C;

oo > penl  Hili (P)i1s(P) (14)

ZpEB,It«,/«f(p)

While it is true that the epipolar geometry maps points
to lines (for orthogonal, perspective cameras), the search
for the object can be reduced to two regions. This
reduction in the search space is possible since we know
the hand and object are not yet in Cj. Since we have
an object position in C;, we can find its epipolar line /
in Cj,. Then intersect this line with the image plane,
and only look at these intersection points, P, for
entering objects. There will be at most two points
because the images are planar. With the predicted
intersection points P, regions around these points, R;
are searched using a modification of Eq. (12):

The main differences here are that (1) we have a predicted
region R; which gives the probable location of where to
look in C, and (2) we can use H which is the object color
model from C,, transferred to Cj, to find additional moving
non-skin pixels. A’ is built (using [27]) from the lower
zoomed camera, C;, using the pixels p € B; such that
H,(I1;(p))1.1,(p) > 0. Since the cameras are not color cal-
ibrated the quality of the transferred color model A could
be increased by performing a color space transform such as
[29]. H;and H), are the color models for the head and hands
in C;and Cj, respectively (presented in Section 4). The ob-
ject color model of C; could be updated based on the object
color model in Cj,. If inequality 15 does not hold then it
means no objects appeared in Cj, at location P,, with the
predicted color H, and C, assumes a false positive was ob-
served. This allows for a bad segmentation in C; to be auto
corrected in Cj,. The bad segmentation in C; will not yet be
eliminated but the propagation of the error is halted. Sec-
tion 6.1.1 details how C; can then be notified of its error
to correct the bad segmentation.

If the object is confirmed in C),, then segmentation in Cj,
can proceed. By passing location and color information
between cameras, we can achieve better object segmenta-
tion. This allows early identification of objects in Cj,. By
passing this updated color and spatial information back
to C; we can update its color and spatial parameters for
the object in question, which will allow for better segmen-
tation in the lower zooms. Results from our multi camera
segmentation have demonstrated that we are able to cor-
rectly determine when an object is in the hand and further,
when C; gives an incorrect result the method is able to
determine this in C;, and notify C,. Results are shown in
Fig. 14. In Fig. 14, C; triggers that an object is present in
the hand because the segmentation is not perfectly correct.
This can be seen by observing the hole in the segmented

Zﬁh(lh,f(]?))it,h,f(p) +H/[(1h,f(]7))jz,h,f(p) > . (15) skin image. The C, segmentation is correct and it does
PER; not observe any significant motion of non-skin colored
— Eq. 12 Eq. 14 Eq. 15
AIIT I—ia{n d C01.1nt ‘ # #> 0, Compute  centroid Count # .Ob- # > 0y Object
. Object Pix- and transfer  to[—>ject Pixels —>{ in
Regions . . .
els In Hand Cp, using epipolar along epipolar hand
In Zoom C; . L
Region geometry line in C},
No Object In Hand accord- No Object In Hand accord-
ing to C; ing to Cy,
|
C) and C}, contradict
Inputs:
Hand re- Eq 13 . . ,Add a_“ mov- Color model is
. . Find moving pix- ing pixels to—>
gion in . . now updated
e els in hand region color model
1

Fig. 13. Flowchart for Section 6.1 (top row) and 6.1.1 (bottom row).
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objects, thus it overrides C;’s decision and notifies C; of the
incorrect segmentation.

6.1.1. Automatically correcting incomplete segmentations

As stated in Section 4, the color model is built using the
RGB values of the head pixels. This gives a good color
model for the hands, but it is not always complete. In
Fig. 14, the reason that zoom 2 incorrectly determines that
an object is in the hand is because of the incomplete color
model that is built using the head’s color information. It
was already shown in Section 6 how the color models of
the object can be transferred across cameras to allow for
improved object segmentation. Here, we show how the col-
or model of the head and hands in C; can be auto correct-
ed. This is a consequence of the multicamera detection
scheme. When C; incorrectly determines that an object is
in the hand, C; can go back to this particular frame (which
can be done once Cj, notifies C; of the error) and put these
hand pixels that were detected as an object in the color
model for the head and hands.

Concretely, the following steps must be taken: (1) Cj,
notifies C; of the incorrect segmentation. (2) C; then goes
back to the frames that it (incorrectly) determined an
object was in the hand. (3) Any moving pixels in this region
are then treated as hand pixels and they are added to the

Fig. 14. Zoom 2 images are in column one and zoom 3 images are in column two. Row one is the input images. Row two is the I, ; simages, and the third
row is the color segmentation images. In zoom 2, a poor color model does not correctly segment all of the hand (column one, row three). Thus, zoom 2
incorrectly concludes that an object is present in the hand. However, in zoom 3, the color segmentation is correct, it can override zoom 2’s decision. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this paper.)

color model for the head and hands. This process greatly
increases the accuracy of the color model and Fig. 15 shows
the segmentation using the corrected color model.

6.2. Determining number of hands in head region

For action analysis another important subtask is deter-
mining how many hands are at the face. Certain actions
require a certain number of hands to be present. Putting
on eyeglasses requires two hands whereas drinking a bever-
age involves one hand coming to the face. Utilizing multi-
ple zoom levels aids in the task of determining the number
of hands in the head region. Zooms one and two cooperate
in this task. The flowchart for this scenario is shown in
Fig. 16. The first step is to compute the distance between
the head and hand for each zoom as shown in Fig. 17. This
results in d;, d,, d3, ds. Then the likelihood of the hand

a2
being near the face is computed as ﬁef(ﬁ). Because the
hand tracks are noisy we add the distance between the
2
hand and head for zooms one and two: Jz—#e*((dl;?) ). The
o

plot of this measure over time is shown in Fig. 18. The
(d] +d3)?

red plot is ﬁef( 2 (for hand 1 and hand 3). The green
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Fig. 15. This figure shows how an incorrect result in one zoom can be used to correct future bad segmentations. Column 1 shows the input image. Column
2 shows the segmentation using the incomplete color model. This figure is the same as Fig. 14 (column one, row three). Column 3 shows the segmentation
of the same image after the notification and update process. This update of the color model allows for much better segmentation of the hand. This is an
interesting consequence of the multi-zoom cooperation among cameras. (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this paper.)

(dit+dj)?
: - () L
.Inputs. All Corrf:sp?nd Compute Compute(d e o > ag Hand in
ing Hand Regions In > dy. dy. ds, d — 6—(%) head region
Zoom C; and Cy i oro

Fig. 16. Flowchart for Section 6.2.

Fig. 17. Computing distance between the hand and head.

Probability of Hand to Face Action
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line 1
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0.03 |- -
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0 100 200 300 400 500 600

Time

Fig. 18. Probability of hand in head region.

) _(dptdy)? 6.3. Localizing hand on face
plot is ﬁe 52 (for hand 2 and hand 4). When & f
7<“"+d»")2> . The final scenario we present is determining where on
zlme 22/ > g3 the hand is near the face. Results of the p g

the face the hand is. Many actions can be distinguished

method are shown in Fig. 19. based on where the hand is on the face, such as using the
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phone and drinking . We split the head into six regions
shown in Fig. 21A. The computation is similar to that in
Section 6.1 with the difference being all moving pixels are
used. Thus Eq. (12) becomes

> Lusp) > o (16)
PEB;
Eq. (14) becomes
1
e > pes Leir(p) 17)

EpEB,jtﬁlaf (p) .

Eq. (15) is similarly modified. The region with the maxi-
mum number of hand pixels is taken to be the location
of the hand. Results of hand localization are shown in Figs.
21B and C. The flowchart for this scenario is presented in
Fig. 20.

6.4. Other directions for integrating multiple levels of zoom

We have given details on three techniques to combine
multiple levels of zoom with applications for action analy-
sis. There are many other possible ways to use multiple lev-
els of zoom. For instance one technique would be to
measure the temporal duration the hand was in the head

One Hand In Head Region

region. Another technique would be to determine what
object a person was looking at using the detailed head posi-
tion in zoom 3 combined with the scene details (possible
objects) in zooms 1 and 2. We are exploring these and other
methods to combine zoom levels.

7. Quantitative results

The proposed overall method has been formulated in
the context of activity analysis for cameras with multiple
levels of zoom. The guidelines for experimental design
and evaluation are discussed next. The cameras were
placed so that all were facing the same scene with different
levels of zoom. The successively higher zoom levels each
viewed a subset of the scene taken at lower zoom levels.
There were no strict camera placement protocols. Datasets
taken at different times did not have to have identical
zooms/placement as the initial experiments. The zoom
and camera placement were different for most of the tests.
Because our method uses the fundamental matrix, we did
not need strict camera placement protocols. We wanted
this flexibility to make the system less restrictive and more
useful to others. To compute the fundamental matrix, 14
point correspondences were used. This was sufficient cali-

Two Hands In Head Region

Fig. 19. Automatic results of determining the number of hands in head region.

Eq. 17
Inputs: Eq. 16 d . Count # Mov- Hand in
Compute  centroid . . . .
All Hand Count # Mov- ing Pixels region with
. . . and  transfer to[—> . .
Regions ing Pixels In . . along epipolar max pixel
. C} using epipolar L
In Zoom C; Hand Region line in C}, count
geometry

Fig. 20. Flowchart for Section 6.3.

Fig. 21. Automatic results of hand localization.
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bration for our purposes. The experiments were all in a
normal office environment and no special illumination cal-
ibration across cameras was performed. We first present
results of the correspondence algorithm (Section 5) and
then show results for activity analysis (Section 6).

In evaluating our consistent labeling algorithm the main
task to evaluate was how many objects were correctly
labeled across the video sequences. A number of con-
straints were used (see Sections 5.1-5.3) to make the match-
ing more robust. A valid question arises: is there any
benefit of the constraints. We show in the following tables
how the correspondence matching performed with various
combinations of constraints. Results using only the epipo-
lar distance minimization (Eq. 6) are presented in Table 1.
Table 2 shows the effect of using Eq. (7) for the error
instead of Eq. (5). Results using only the epipolar distance
minimization and spatial constraints are presented in Table
3. Results using only the epipolar distance minimization
and trajectory constraints are presented in Table 4. Next
results are presented, in Table 5, using only the epipolar
distance minimization and appearance constraints. When
we combine all four constraints together we achieve 100%
accuracy as presented in Table 6. Table 7 lists a summary
of the average score for each algorithmic setup. This aver-
age was obtained by summing the individual percentage
scores for each sequence and dividing by the total number
of sequences. The appearance constraints did well overall.
However in sequence 2, the appearance constraints failed,
and this was a sequence that the spatial constraints per-

formed well on. Though in sequence 2, it was only in com-
bining all the constraints that the algorithm achieved 100%.
Thus, we can see how the various constraints work together
to achieve better results. Data Sets 1-7 are multiple level of
zoom sequences. Data Set 8, shown in Fig. 22, is a sequence
with partially overlapping FOVs as found in many surveil-
lance papers [30]. Data Set 9 is a three camera sequence
with partially overlapping FOVs. This labeling algorithm
was tested on a number of different camera configurations
to show the robustness of the proposed approach. The pro-
posed labeling algorithm has been tested on eight such
three camera sequences, and one two camera sequence
for a total of over 18,500 video frames with over 160
objects corresponded correctly with 100% accuracy.
Results from the multiple levels of detail activity analy-
sis module are now presented. Multiple camera configura-
tions were tested with various camera placement. The
module in Section 6.1 was tested on 15 video clips. The
method was required to automatically determine whether
there was an object in the hand for each sequence. In all
cases the hand came to the face either with an object in
the hand (eight times) or without an object in the hand
(seven times). In all the trials there were only two bad deci-
sions (one in each category). Some of the clips were chal-
lenging. For instance, the method was successful in
determining that there was an object in the hands when
eye glasses were being brought to the head. With one low
zoom it would be hard to see the eyeglasses. Further,
unconstrained search in zoom 3 would have too many false

Table 1

Only epipolar minimization using Eq. (5)

Sequence # Objects in Camera 1 Objects in Camera 2 Objects in Camera 3 % Matched # Matched
Sequence 1 7 7 3 85 17/20
Sequence 2 7 7 2 72 13/18
Sequence 3 9 9 2 91 20/22
Sequence 4 6 6 2 100 16/16
Sequence 5 7 7 3 85 17/20
Sequence 6 11 10 2 100 24/24
Sequence 7 4 4 2 100 12/12
Sequence 8 6 6 0 67 8/12
Sequence 9 6 9 3 100 18/18
Table 2

Only epipolar minimization using Eq. (7)

Sequence # Objects in Camera 1 Objects in Camera 2 Objects in Camera 3 % Matched # Matched
Sequence 1 7 7 3 90 18/20
Sequence 2 7 7 2 83 15/18
Sequence 3 9 9 2 91 20/22
Sequence 4 6 6 2 100 16/16
Sequence 5 7 7 3 85 17/20
Sequence 6 11 10 2 100 24/24
Sequence 7 4 4 2 100 12/12
Sequence 8 6 6 0 75 9/12
Sequence 9 6 9 3 100 18/18
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Table 3

Epipolar and spatial constraints

Sequence # Objects in Camera 1 Objects in Camera 2 Objects in Camera 3 % Matched # Matched
Sequence 1 7 7 3 80 16/20
Sequence 2 7 7 2 89 16/18
Sequence 3 9 9 2 91 20/22
Sequence 4 6 6 2 100 16/16
Sequence 5 7 7 3 85 17/20
Sequence 6 11 10 2 100 24/24
Sequence 7 4 4 2 100 12/12
Sequence 8 6 6 0 67 8/12
Sequence 9 6 9 3 100 18/18
Table 4

Epipolar and trajectory constraints

Sequence # Objects in Camera 1 Objects in Camera 2 Objects in Camera 3 % Matched # Matched
Sequence 1 7 7 3 90 18/20
Sequence 2 7 7 2 83 15/18
Sequence 3 9 9 2 91 20/22
Sequence 4 6 6 2 100 16/16
Sequence 5 7 7 3 85 17/20
Sequence 6 11 10 2 100 24/24
Sequence 7 4 4 2 100 12/12
Sequence 8 6 6 0 75 9/12
Sequence 9 6 9 3 100 18/18
Table 5

Epipolar and appearance constraints

Sequence # Objects in Camera 1 Objects in Camera 2 Objects in Camera 3 % Matched # Matched
Sequence 1 7 7 3 100 20/20
Sequence 2 7 7 2 83 15/18
Sequence 3 9 9 2 100 22/22
Sequence 4 6 6 2 100 16/16
Sequence 5 7 7 3 100 20/20
Sequence 6 11 10 2 100 24/24
Sequence 7 4 4 2 100 12/12
Sequence 8 6 6 0 100 12/12
Sequence 9 6 9 3 100 18/18
Table 6

All constraints

Sequence # Objects in Camera 1 Objects in Camera 2 Objects in Camera 3 % Matched # Matched
Sequence 1 7 7 3 100 20/20
Sequence 2 7 7 2 100 18/18
Sequence 3 9 9 2 100 22/22
Sequence 4 6 6 2 100 16/16
Sequence 5 7 7 3 100 20/20
Sequence 6 11 10 2 100 24/24
Sequence 7 4 4 2 100 12/12
Sequence 8 6 6 0 100 12/12
Sequence 9 6 9 3 100 18/18

positives. The system was able to successfully recognize 3, which would have given a false alarm if the system only
when only the hands were coming to the head. Fig. 23  looked at zoom 3 or used some other naive method.

shows a case in which the user enters the scene, though The module in Section 6.2 was tested on 10 video clips.
his hand is not put to his head. In this case, there was sig- The method was required to determine how many hands
nificant skin (face) and non-skin (hair, eyes, etc. ..) in zoom were at the face (if any). Five clips had one hand coming
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Table 7 to the face and five clips had two hands coming to the face.
Summary for all algorithmic setups The method correctly determined the number of hands
Algorithm setup Average sequence score  coming to the face in 9 of the clips. The system never said
Only Eq. (5) 88.8 there were hands at the face when there were none. The
Only Eq. (7) 91.5 module in Section 6.3 was tested on 10 video clips. In all
Epipolar and spatial constraints 20.2 clips the hand came to one of the six regions shown in
Epipolar and trajectory constraints 91.5

Fig. 21A. The method was required to determine which
region the hand was in. The method had only two incorrect
decision. That is we made the correct determination as to
which region the hand was in eight clips.

Epipolar and appearance constraints 98.1
All constraints 100

Fig. 22. Other camera configurations that we tested the labeling algorithm on (Section 5). There were two cameras in this setup. One input image from
each camera is shown.

Fig. 23. Multi-zoom segmentation. The first row shows the input images in zoom 2. The second row shows the input images in zoom 3. Rows three and
four show the ,; ; images in zoom 2 and zoom 3, respectively. Though there is significant non-skin motion, the system is able to infer from the context of
zoom 2 that the hand is not near the head.



P. Smith et al. | Computer Vision and Image Understanding 103 (2006) 33-51 51

In all these scenarios the multicamera formulation is
able to discern the context of the scene. The term refers
to the low level tracking information available and coarse
object information in the lower zooms combined with the
object detail present in the high zooms. Also present in
the high zooms is more detailed (but spatially limited)
tracking information. Because there is no hand near the
head when the user is entering, which is known from the
context of zoom 2, the method is able to disregard the
significant non-skin motion which would have otherwise
signaled a false positive that the hand was near the head.

8. Conclusion

We have developed a robust multi-zoom framework to
enable activity analysis. The presented framework is able
to combine information from cameras in multiple ways
to increase overall system performance. Heads and hands
are automatically found and tracked using multiple levels
of detail. We have presented a method which is able to
incorporate epipolar, spatial, trajectory, and appearance
together into a unified framework to achieve consistent
object labeling across multiple cameras. The activity anal-
ysis module is able to integrate multiple levels of detail to
determine whether there is an object in the hand, a task
which would be rather difficult with a single view. In the
future we hope to explore additional ways of combining
multiple levels of scene detail to recognize complex actions.
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