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Abstract

Given a video sequence, obtaining accurate layer segmen-
tation and alpha matting is very important for various ap-
plications. However, when a non-textured or smooth area
is present in the scene, the segmentation based on only sin-
gle motion cue usually cannot provide satisfactory results.
Conversely, the most matting approaches require a smooth
assumption on foreground and background to obtain a good
result. In this paper, we combine the merits of motion seg-
mentation and alpha matting technique together to simul-
taneously achieve high-quality layer segmentation and al-
pha mattes. First, we explore a general occlusion constraint
and design a novel graph cuts framework to solve the layer-
based motion segmentation problem for the textured regions
using multiple frames. Then, an alpha matting technique is
further used to refine the segmentation and resolve the non-
textured ambiguities by determining proper alpha values for
the foreground and background respectively.

1 Introduction

Layer-based motion segmentation has been investigated by
computer vision researchers for a long time [2, 9, 16]. Given
a video sequence, motion segmentation consists of two ma-
jor steps: (1) layer clustering which is to determine the num-
ber of layers in the scene and the associated motion parame-
ters for each layer; (2) dense layer segmentation which is to
assign each pixel in the image sequence to the correspond-
ing layer and identify the occluded pixels. Currently, a num-
ber of approaches have been proposed for layer clustering
problem, which have achieved good results, such as linear
subspace [9] and hierarchical merging [14, 16]. However,
once the initial layer clustering is achieved, how to correctly
assign the pixels to different layers is a difficult problem
[2, 9, 16] as shown in Fig.1. Particularly, if the images con-
tains some non-textured regions such as the blue or white
regions corresponding to the sky in Fig.1.a, the pixels in
these regions may satisfy different layer motion parameters.
Hence, the segmentation only using the motion cue may not
provide accurate layer boundaries for these regions due to
the ambiguities.
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Figure 1: Previous results for flower-garden sequence. (a) One
frame form the original sequence. (b) Result of Ayer and Sawh-
ney [2]. (c) Result of Ke and Kanade [9]. (c) Result of [16], where
the red pixels are occluded.

In digital matting, the observed color of the pixels around
layer boundaries can be considered as a mixture of fore-
ground and background colors, which is formulated as C =
αF +(1−α)B, where C, F , and B are the observed, fore-
ground, and background colors, and α is the pixel’s opac-
ity channel. For single image matting, once a trimap is
manually specified, the alpha values, foreground, and back-
ground colors of the unknown regions can be estimated un-
der certain constraints [13, 12, 5]. However, the alpha mat-
ting technique is more suitable for smooth regions. Given a
cluttered background, the performance of the existing alpha
matting approaches tends to deteriorate.

In this paper, we propose an automatic approach, which
combines the merits of motion segmentation and alpha mat-
ting technique together, to extract layer boundaries and al-
pha mattes simultaneously from a video sequence. First,
a graph cuts framework is presented to solve the motion
segmentation problem for the rich textured regions using
multiple frames. In this framework, a novel three-node
pixel graph is designed to preform multi-frame segmenta-
tion, which can correctly maintain the interactions between
neighboring frame pairs and handle the general occlusion
relationship among these frames. Based on the initial layer
segmentation, we automatically estimate the trimap and the
corresponding colors for the foreground and background.
Then, after obtaining an initial alpha matte from this trimap,



we further enhance the mattes by employing the poisson
editing technique [11]. Finally, applying the alpha mat-
tes as a priori on multi-frame segmentation framework, a
more precise layer segmentation is achieved and the oc-
cluded pixels between overlapping layers are also correctly
identified.

2 Related work

In motion segmentation area, most of the existing ap-
proaches have achieved reasonable results for the layer clus-
tering step when the motion parameters are distinct[2, 9,
16]. However, the results for the dense pixel assignment are
not good in most cases due to an improper energy formu-
lation or minimization as shown in Fig.1. Recently, graph
cuts approaches [10, 4, 3] are proposed to successfully min-
imize energy functions for various computer vision prob-
lems. Kolmogorov et al. introduce an occlusion cost into
graph cuts framework to solve stereo problem [10]. Wills
et al. propose the use of graph cuts to extract layers be-
tween two wide baseline images [14]. Xiao et al. start from
seed correspondences to estimate layer description [15], and
then assign pixels into different layers using a graph cuts
framework[16].

Using the motion information in video sequence, several
approaches have been proposed to reduce the manual work
for trimap generation and have achieved good matting re-
sults for two-layer scenes [6, 1, 8]. In such scenes, there
are only two layers corresponding to the background and
foreground. In [6], after manually specifying the trimaps
for key frames, Chuang et al. propose a motion tracking
technique to generate the trimaps for other frames. Apos-
toloff and Fitzgibbon present a background substraction ap-
proach to automatically obtain the trimaps and recover the
background [1]. In their approach, they require some prior
knowledge to train the foreground model.

3 Multi-frame layer segmentation

In this section, we will address the following problem:
Given an initial layer clustering, how to assign labels to pix-
els in a multiple labeling system in order to achieve an ac-
curate layer segmentation. Before starting the discussion
on the multi-frame layer segmentation issue, we first go
through the relevant graph model and multi-way cuts frame-
work. Then, we indicate the limitation of the existing graph
model for multi-frame segmentation. Finally, we present a
new model to remove the limitation.

3.1 Multi-way cuts and pixel graph

We formulate the multiple labeling problem into a multi-
way graph cuts framework. In order to handle this NP-
complete problem of the multi-way graph cuts [7], an α-
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Figure 2: Pixel graphs. (a) A one-node pixel graph has two states
which correspond to cut 1 (lα) and 2 (lo) respectively. (b) A two-
node pixel graph has three states which correspond to cut 1 (lα), 2
(lo), and 3 (lζ) respectively. (c) A three-node pixel graph designed
for general occlusion constraint of multi-frame problem. It has
four states corresponding to cut 1 (lα), 2 (lo), 3, and 4 respectively.
In both states 3 and 4, the pixel is assigned occlusion label (lζ).

expansion algorithm is employed to iteratively minimize the
total energy [4].

Traditionally, each node in the graph is only associated
with one image pixel. Thus, each pixel has one individ-
ual two-state pixel graph as shown in Fig.2.a. In this case,
during each step of α-expansion, each pixel is either as-
signed a new label lα or it keeps its original label lo, which
can be naturally represented by state [0] or state [1] of each
node respectively. However, in motion segmentation appli-
cation, a pixel can be assigned one of three labels during
one step of α-expansion. These three labels are the new la-
bel lα, original label lo, and occlusion label lζ , where the
label set L will be the union of occlusion and other layer
labels: L = {l1, l2, · · ·, lk} ∪ {lζ}. Therefore, we need
to introduce two nodes into the pixel graph which provides
four states for a single pixel. After setting the weight of
link −−−−−→p1,1, p1,0 = ∞ as shown in Fig.2.b, only three possi-
ble combination ([0,0], [1,1], [0,1]) of these two nodes are
available for this pixel, which correspond to three states of
one step of α-expansion and the state [1,0] is disabled.

3.2 General occlusion constraint

In order to overcome the limitation of the occlusion order
constraint stated in [16], we need to revisit the occlusion
problem in multiple frames. In general case, if the object
is moving back and forth or the object is thin and moving
fast, the occlusion area may not keep increasing and the oc-
cluded pixels may also re-appear in certain frames as shown
in Fig. 3. After setting the first frame as the reference im-
age, we can see that the pixels occluded between frame pair
(1, 2) may re-appear and be assigned a layer label lx �= lζ
in the other frame pair (1, j). If we use the occlusion order
constraint of [16] to perform the segmentation, the incorrect
results are obtained as shown in Fig. 3.a. Fig. 3.b shows
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Figure 3: Multi-frame segmentation for a two-layer synthetic image sequence. Top: several black lines, two ellipses, and one triangle is
moving form top-right to bottom-left on a random fixed background. (a) The results obtained using the occlusion order constraint [16],
where the pixels (red) occluded between frame 1 and 2 will be always occluded between frame 1 and j (j > 2). (b) The correct results by
our approach using frame 1 as the reference image. (c) The correct results by our approach using frame 3 as the reference image.

that the occluded pixels are correctly detected by using our
novel general occlusion constraint even for the lines with
single pixel width.

General Occlusion Constraint: If a pixel p is assigned a
layer label lx �=lζ between frames i and j, then pixel p
should either keep the same label lx or be assigned the
occlusion label lζ between frames i and k where k �=j.

According to this constraint, the reference image is not nec-
essary to be set to frame 1. We can set any frame as the
reference frame as shown in Fig. 3.c, where frame 3 is the
reference frame.

Base on the general occlusion constraint, we design a
multi-frame graph to solve the occlusion problem as shown
in Fig.4, where a new three-node pixel graph (Fig.2.c) is
employed. Compared to the two-node pixel graph (Fig.2.b),
an additional node, p1,2, is introduced to make the interac-
tions between the pixels of the consecutive frame pairs, such
as (1, 2) and (1, 3). In a single three-node pixel graph, there
are four possible cuts, and two of them correspond to the
occlusion case as shown in Fig.2.c. In this way, we intro-
duce a new concept for the pixel graph design which breaks
the mapping from traditional one-to-one (one pixel graph
to one node) to one-to-multiple. Therefore, we can design
more flexible graph primitives to implement a sophistical
graph for different labelling problems.

In Figure 4, each image pair is separated by the red dot-
ted lines. In each image pair (1, j + 1), j > 1, only the
pixels in the reference image (e.g. frame 1) are assigned
pixel graphs. For each pixel pj

1, a pixel graph is cre-

1pj refers to the pixel in the reference frame of frame pair (1, j + 1).

ated with three nodes pj,0, pj,1, and pj,2. In each image
pair (1, j + 1), pj belongs to a pixel set, Pj , where Pj is
the set of pixels in the reference image for the image pair
(1, j + 1).

After assigning the link weights using Table 1, the to-
tal energy of this multi-frame graph can be minimized by
seeking a labeling system l such that

E =
n−1∑
j=1

(
Esmj

(l) + Edj
(l) + Eocj

(l)
)
+

n−2∑
j=1

Egj
(l), (1)

where Esmj
(l) is smoothness energy, Edj

(l) is data energy,
Eocj

(l) is occlusion energy in each frame pair, and Egj
(l)

is the occlusion energy between frame pairs. Esmj
(l) is

defined as

Esmj
(l) =

1∑
i=0

⎛
⎝ ∑

(pj ,qj)∈N
V (pj,i, qj,i) · T (fpj

�= fqj
))

⎞
⎠, (2)

where N is a 4-neighbor system, V (pj,i, qj,i) is designed to
more likely maintain the same label for pj,i and qj,i if they
have similar intensities, and T (·) is 1 if its argument is true
and 0 otherwise. The remaining terms in Eq.1 are defined
as:

Edj
(l) =

∑
pj∈Pj

(
D(pj , lpj

) · T (lpj
�= lζ)

)
, (3)

where lpj
is the label of pixel pj and lpj

∈ L, D(pj , lpj
) is

the data penalty function of pj . The occlusion energy

Eocj
(l) =

∑
pj∈Pj

(
Dζ · T (lpj

= lζ)
)
, (4)
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Figure 4: This graph is constructed using five consecutive frames,
which have four image pairs related to the reference image. The
red lines separate each pair of images into one block. The blue dot-
ted n-links are introduced to connect pj,2s to maintain the general
occlusion constraint.
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Figure 5: Valid and invalid cut of multi-frame graph model in
one step α-expansion. (a) a valid cut, where p1 and p3 will be
assigned new label lα, and p2 and p4 will be assigned occlusion
label lζ . (b) an invalid cut that attempts to cut a n-link with weight
∞.

where the occlusion penalty, Dζ , is an empirical constant.
In Eq.1, the last term is used to maintain the general occlu-
sion constraint between frame pairs, which is defined as

n−2∑
j=1

Egj
(l)=

∑
(pj ,pk)∈P

(∞·T (lpj
�=lζ∧lpk

�=lζ∧lpj
�=lpk

∧j �=k)
)
,

where P = {P1,P2, ...,Pn−1}. After adding ∞ n-links
to connect the corresponding pj,2s between the neighboring
frame pairs, some cuts are disabled such as shown in Fig.5.b
and c. Therefore, for the pixels at the same location in dif-
ferent frame pairs, such as p1, p2, ... ,pn−1, no more than
one kind of layer label will be assigned to them. For exam-
ple, if pixel p1 in frame pair (1, 2) is assigned a layer label
lx, then pixel pj in frame pair (1, j + 1) will be assigned

(3,2) (3,4)

Figure 6: Segmentation results of flower-garden sequence. Here
frame 3 is the reference image, two segmented images of frame
pairs (3, 2) and (3, 4) are shown.

either the same label lx or the occlusion label lζ .
Fig.5.a shows one valid cut in one step of α-expansion

that is consistent with our general occlusion constraint.
Fig.5.b shows one invalid cut, where the cut attempts to cut
n-link −−−−−→p3,2, p2,2 with weight ∞. If this cut is allowed, p1

will be assigned a new label lα, p2 will be occluded, p3 and
p4 will keep the original label lo. Here two possible layer
labels lα and lo may be assigned to the pixels at the same lo-
cation in different frame pairs. This violates the observation
that no more than one type of layer label should be assigned
to the pixels at the same location in different frame pairs.

Fig.6 shows the segmentation results by using the pro-
posed framework, where some of tree branches are seg-
mented. Compared to Fig.1, our results are indeed bet-
ter than those obtained by the other approaches. However,
there are still a number of artifacts in the segmentation re-
sults, particularly in the non-textured region due to the mo-
tion ambiguities.

4 Alpha matting

With the aim of eliminating the segmentation artifacts, in
this section we combine the merits of motion cue with the
alpha matting techniques to automatically extract accurate
matting and refine the layer segmentation. Fig.7 shows the
block diagram of our video matting approach.

Once the initial segmentation of the reference image is

Table 1: Weights of the links.
Link Weight for
−−−→
pj,1, t D(pj , lo) pj ∈ Pj ∧ lo �=lζ ∧ lo �=lα
−−−→
pj,1, t ∞ pj ∈ Pj ∧ (lo = lζ ∨ lo = lα)

−−−→s, pj,0 D(pj , lα) pj ∈ Pj−−−−−→pj,0, pj,2−−−−−→pj,2, pj,1
Dζ pj ∈ Pj

−−−−−→pj,2, pj,0−−−−−→pj,1, pj,2
∞ pj ∈ Pj

−−−−−→pj,0, qj,0−−−−−→qj,0, pj,0
V (pj,0, qj,0) {pj , qj} ∈ N ∧ {pj , qj} ∈ Pj

−−−−−→pj,1, qj,1−−−−−→qj,1, pj,1
V (pj,1, qj,1) {pj , qj} ∈ N ∧ {pj , qj} ∈ Pj

−−−−−−−−−→pj,2, p(j+1),2−−−−−−−−−→p(j+1),2, pj,2
∞ pj ∈ Pj ∧ p(j+1) ∈ P(j+1)
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Figure 7: The block diagram of alpha matting process.

obtained, an initial trimap is directly determined, where
the tree layer is the definite foreground, F , sky-house and
flower layers are the definite background, B, and the occlu-
sion areas are the unknown regions, U , as shown in Fig.8.c.
It is obvious that this trimap is not good due to the imprecise
motion segmentation.

Therefore, we have to refine F and B using their color
distributions. To estimate the color distribution, we asso-
ciate a 4-neighborhood system to each pixel and then form
one data vector for this pixel, where the dimension of this
data vector is 5 × 3 (RGB). Instead of using one pixel, five
neighboring pixels will provide more robust results typi-
cally for the noisy motion imagery. Next, we apply Prin-
cipal Component Analysis (PCA) to all the data points and
only the first few significant components are retained. Af-
ter projecting the data on the new coordinates, a proba-
bility density function (PDF) can be obtained for F and
B respectively by applying a proper Gaussian convolution.
Fig.8.a − b show the PDFs using the first two components
of PCA. Based on the PDFs, we can detect the pixels with
low probability in both regions and mark them with the un-
known label. Then, a shrinking process is applied to both F
and B to further enlarge the unknown regions. As a result,
we obtain a good trimap (Fig.8.d) for the next step of the
matting process.

After determining the trimap, we need to estimate fore-
ground color, UF , and background color, UB , for each pixel
in the unknown region, U . For UF , there is no way to find
the pixels from any frames since they do not exist in this re-
gion. In this case, an inpainting technique is a good choice
to propagate the color information from the definite fore-
ground, F , to the unknown region. Fig.8.e shows using this
approach we even can fill the whole image and not only
restrict to U . To estimate UB , we first apply motion com-
pensation (mosaic) approach to fill some parts of U using
the pixels from its neighboring frames. Then for the re-
maining uncovered holes, similarly we apply the inpainting
approach to fill them as shown in Fig.8.f . After that, an
initial alpha value, α0, in U can be computed by

α0 =
(UC − UB) · (UF − UB)

‖ UF − UB ‖2
, (5)

(a) (b)

(c) (d)

(g) (h)

(e) ( f )

Figure 8: Alpha matting process. (a) and (b) are PDFs of F and
B respectively after PCA. (c) and (d) are trimaps before and after
using PDF estimation. (e) and (f) are the color estimations of
foreground, UF , and background, UB , for the whole image. (g)

and (h) are alpha mattes before and after the enhancement.

where UC is the observed color of the pixel in U . Fig.8.g
shows the initial alpha matting results. Then, we enforce
a boundary condition and use �α0 as a guidance field to
re-estimate the alpha value, α, such that

min
α

∫∫
U

| �α − γ�α0 |2 with (α|∂F = 1 ∧ α|∂B = 0),

where (α|∂F = 1 ∧ α|∂B = 0) is to enforce the boundary
condition, and γ is a constant coefficient which can be used
to scale the guidance field and enhance the new alpha mat-
tes. Fig.8.h shows the final alpha matting results where the
details of the branches are more clear than before and the
noise is reduced.

5 Experiments

In the experiments, we tested our approach on both syn-
thetic and real data. For the synthetic data, we achieved
high-quality segmentation even for the thin objects with one
pixel width as shown in Fig.3. For the real data, we demon-
strate our results on two standard motion sequences and
some additional sequences. Note: More results are avail-
able on our web site [17].



Figure 9: Left: segmentation results of three layers where the oc-
cluded pixels are marked by red. Middle: alpha mattes of the fore-
ground layer. Right: new composited frames after superimposing
the foreground of flower-garden in another video sequence.

(a) (c)(b)

Figure 10: (a): One original frame from the “doll” sequence.
(b): Alpha mattes of the doll. (c) Video composition on a still
background.

(a) (b) (c)

Figure 11: (a) One original frame from the “mom-daughter” se-
quence. (b) Alpha mattes of the non-rigid foreground. (c) Video
composition on a still background.

Fig.9 shows that after alpha matting step, we can further
refine the segmentation by integrating the matting informa-
tion. Fig.9 shows the segmentation and matting (or called
soft segmentation) results from “flower-garden” sequence.
At the bottom of Fig.9, we show one promising applica-
tion of video composition, where the tree layer of “flower-
garden” is transferred to another video sequence. Fig.10
shows one real sequence taken by a hand-held moving video
camera (Fig.10). In this static scene, a doll is located in
front of a chaotic background. Due to the depth variations,
the motion parameters of the doll are different from the
background. We have also extended our approach to back-
ground substraction where the non-rigid foreground is con-
sidered as the occluded region of the background. Fig.11
shows the results for another standard sequence, “mom-
daughter”. After obtaining the initial segmentation for each
frame, we can generate a background mosaic using all back-
ground layers from the video sequence. Then, the proposed
matting process is further used to estimate alpha channel for
each frame.

6 Conclusions

In this paper, we presented an effective approach to cor-
rectly segment the layers and pull accurate alpha mattes for
the video sequences containing 2-D motion. Our contribu-
tions consist of: (1) The formulation of a general occlu-
sion constraint among multiple frames. (2) A novel three-
node pixel graph is designed to solve the layer-based mo-
tion segmentation problem for textured regions. (3) An al-
pha matting technique to improve the segmentation around
the non-textured ambiguous regions. After applying our ap-
proach to several challenging real and synthetic sequences,
we achieved much better results compared to the other state-
of-art approaches.
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