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Abstract—Extracting layers from video is very important for video representation, analysis, compression, and synthesis. Assuming

that a scene can be approximately described by multiple planar regions, this paper describes a robust and novel approach to

automatically extract a set of affine or projective transformations induced by these regions, detect the occlusion pixels over multiple

consecutive frames, and segment the scene into several motion layers. First, after determining a number of seed regions using

correspondences in two frames, we expand the seed regions and reject the outliers employing the graph cuts method integrated with

level set representation. Next, these initial regions are merged into several initial layers according to the motion similarity. Third, an

occlusion order constraint on multiple frames is explored, which enforces that the occlusion area increases with the temporal order in a

short period and effectively maintains segmentation consistency over multiple consecutive frames. Then, the correct layer

segmentation is obtained by using a graph cuts algorithm and the occlusions between the overlapping layers are explicitly determined.

Several experimental results are demonstrated to show that our approach is effective and robust.

Index Terms—Layer-based motion segmentation, video analysis, graph cuts, level set representation, occlusion order constraint.

�

1 INTRODUCTION

LAYER-BASED motion segmentation has been investigated
by computer vision researchers for a long time [2], [27],

[1], [28], [18], [12], [31]. Once motion segmentation is
achieved, a video sequence can be efficiently represented by
different layers. The major steps of motion segmentation
consist of: 1) determining the layer descriptions, which
include the number of layers and the motion parameters for
each layer and 2) assigning each pixel in the image sequence
to the corresponding layer and identifying the occluded
pixels. In general, this is a hard problem since it may not be
possible to segment a scene just based on 2D parametric
motion as shown in Fig. 1c. Hence, this kind of scene cannot
be simply represented by planar layers and it may be
necessary to compute the full disparity map using a stereo
algorithm. However, in this paper, we assume that the
pixels in a given video can be partitioned into several
layers, and each layer can share a single 2D motion, such as
affine or projective transformation, as shown in Fig. 1b.

Using this assumption, several different approaches have
been proposed to solve this problem. The typical motion
segmentation methods employ: optical flow with K-mean
clustering [27], Expectation-Maximization (EM) framework
[1], normalized graph cut [20], or linear subspace [12].
While most of the existing approaches have only focused on
the layer description and representation, comparatively
little work has been done to handle the occlusion problem
between the overlapping layers. In contrast, the occlusion
problem has been widely studied in the context of stereo
algorithms [14], [15], [10]. Detection of the occluded areas is

very important to improve the dense disparity map and the

quality of 3D reconstruction. Similarly, in the motion

segmentation area, this occlusion problem is essential to

detect the discontinuities between the overlapping layers

and improve the quality of the layer boundaries.
Another important problem in motion segmentation is

how to determine layer description or layer clustering.

Merging a set of small patches with the similar motion is a

popular approach used in different methods such as K-mean

clustering or linear subspace. However, the motion para-

meters estimated from a small patch are usually not reliable

due to the overfitting problem. Therefore, before performing

the layer clustering process, we need to design a key step to

expand the small regions and obtain more robust motion

parameters for the initial patches.
In this paper, we propose a novel approach to extract

layer representations from a video sequence and explicitly

determine occlusions between the overlapping layers. Our

algorithm is implemented in two stages as shown in Fig. 2.

In the first stage, we determine seed correspondences over a

short video clip (three to five frames). Then, we gradually

expand each seed region from an initial square patch into

an enlarged support region of an arbitrary shape to

eliminate the overfitting problem and detect the outliers.

This is achieved using a graph cuts approach integrated

with the level set representation. After that, we employ a

two-step merging process to obtain a layer description of

the video clip. In the second stage, we introduce an

occlusion order constraint over multiframe segmentation,

which enforces that the occlusion areas increase with a

temporal order and effectively maintains segmentation

consistency in the consecutive frames. After applying this

constraint on the graph cuts framework, we obtain stable

video segmentation in terms of layers and their 2D motion

parameters. At the same time, the occluded pixels between
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overlapping layers are identified, which greatly improves
the quality of the layer boundaries.

The paper is organized as follows: Section 2 reviews the
previous work related to layer extraction. Section 3
addresses how to extract layer descriptions from a short
video clip. Section 4 deals with the use of the occlusion
order constraint, three-state pixel graph, and a multiframe
graph cuts algorithm for obtaining layer segmentation in
the presence of occlusion. Finally, in Section 5, we
demonstrate several results obtained by our method.

2 RELATED WORK

Automatic extraction of layers from a video sequence has
broad applications, such as video compression and coding,
recognition, and synthesis. In an earlier work, Wang and
Adelson propose the use of optical flow to estimate the
motion layers, where each layer corresponds to a smooth
motion field [27]. Ayer and Sawhney combine Minimum
Description Length (MDL) and Maximum-Likelihood Esti-
mation (MLE) in Expectation-Maximization (EM) frame-
work to estimate the number of layers and the motion
model parameters for each layer [1]. Several other
approaches use Maximum A-Posteriori (MAP) or MLE for

estimation of model parameters assuming different con-
straints and motion models [22], [28], [34], [13], [24], [18],
[22]. For instance, Khan and Shah [13] employ MAP
framework combining multiple cues, like spatial location,
color, and motion, for segmentation.

Another class of motion segmentation approaches group
the pixels in a region by using linear subspace constraints. In
[12], [11], Ke and Kanade expand the seed regions into the
initial layers by using k-connected components. After
enforcing a low-dimensional linear affine subspace con-
straint onmultiple frames, they cluster these initial layers into
several groups and assign the image pixels to these layers.
Zelnik-Manor and Irani use the homography subspace for
planar scenes to extract a specific layer and to register the
images based on this layer [33].

In the motion segmentation area, only a few researchers
have tried to formulate the occlusion problem between
overlapping layers. Giaccone and Jones propose to use four-
label system, “background, uncovered, covered, and fore-
ground,” to label image pixels [8]. The uncovered and
covered pixels, respectively, correspond to occluded or
reappeared pixels between two frames. However, they
restrict their framework to two-layer (foreground and
background) sequences, and their segmentation results are

XIAO AND SHAH: MOTION LAYER EXTRACTION IN THE PRESENCE OF OCCLUSION USING GRAPH CUTS 1645

Fig. 1. Depending on the complexity of a scene, it can be represented by one layer ((a) image registration or mosaic), multiple layers ((b) motion

segmentation), or disparities ((c) stereo).

Fig. 2. The flow chart of our algorithm.
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not that smooth. Based on the observation that the
segmentation boundary is usually not accurate due to the
occlusion, Bergen and Meyer propose to use motion
estimation errors to refine the segmentation boundary but
no occlusion pixel is identified in their results [3]. Compared
to the previous work, our approach not only formulates the
occlusion problem into a graph cuts framework, but also
explicitly identifies the occluded pixels for the scene
containing multiple layers.

Nevertheless, the explicit occlusion model has been
widely studied in stereo area [9], [14], [15], [10]. Ishikawa
and Geiger propose a set of cost models to formulate
occlusions, discontinuities, and epipolar-line interaction in
stereo problem, and apply a maximum-flow algorithm to
solve the optimization problem using these models.
Kolmogorov and Zabih introduce an occlusion cost into
the graph cuts framework to solve stereo problem [14]. In
[15], they extend this framework into multiple frames and
introduce another visibility term to enforce the visibility
constraint among these frames. Similar to Kolmogorov’s
occlusion model in the stereo problem, our paper integrates
occlusion penalties into the graph cuts framework by using
a set of three-state pixel graphs. Beyond that, we introduce
an occlusion order constraint between multiple frames and
this constraint is seamlessly integrated into our graph cuts
framework.

Recently, graph cuts approaches [5], [14], [15] were
proposed to successfully minimize energy functions for
various computer vision problems, such as stereo, image
segmentation, image restoration, and texture synthesis [16].
For these energy minimization problems, an approximate
optimal solution can be obtained in a polynomial time by
using multiway graph cuts algorithm. As an extension of
the smoothness of the geodesic active contour approach,
Boykov and Kolmogorov modify the n-neighbor system of
the graph cuts to simulate Riemannian metrics and reduce
metrication error in 2D and 3D image restoration [6]. Xu
et al. present an approach to refine the active contour by
iteratively using the graph cuts method [32]. Birchfield and
Tomasi propose an approach to use a graph cuts framework
to combine layer segmentation and stereo for the scene with
slant surfaces, where the stereo disparities and disconti-
nuities are improved by the explicit layer segmentation [4].

In the motion segmentation area, Shi and Malik use the
normalized graph cut to extract layers from a video
sequence [20]. However, since they group pixels based on
the affinity of motion profile, a local measurement, their
method ignores the global constraints and appears unstable
for noisy image sequences. Wills et al. propose the use of
graph cuts to extract layers between two wide baseline
images [29]. After employing the RANSAC technique, they
first cluster the correspondences into several initial layers,
then perform the dense pixel assignment via graph cuts.

Beyond the 2D motion segmentation, 3D motion (or
multibody) segmentation of multiple moving objects is
another interesting topic in computer vision. In this area,
the layer clustering is based on 3D geometry information,
such as fundamental matrices [25] and trifocal tensors [26].
Currently, this multibody segmentation is mainly focused

on sparse point segmentation and clustering, the dense
motion segmentation of 3D scene is still on the research.

2.1 Graph Cuts Notation

In this paper, we use terminology and notations similar to
[5]. For example, Fig. 3 shows a typical weighted graph
with four nodes. This graph G ¼ hV; Ei is defined by a set of
nodes V (image pixels) and a set of directed edges E which
connect these nodes as shown in Fig. 3. In this graph, there
are two distinct nodes (or terminals) s and t, called the
source and sink, respectively. The edges connected to the
source or sink are called t-links, such as ðs; pÞ and ðp; tÞ. The
edges connected to two neighboring pixel nodes are called
n-links, which are bidirectional, such as ðp; qÞ and ðq; pÞ. The
weights of these n-links in both directions may not be equal.
A cut C is a subset of edges which separates the nodes into
two parts; one part belongs to the source and the other
belongs to the sink. The cost of a cut is the summation of the
weights of its edges. Using a standard max-flow algorithm,
the cost of the cut is globally minimized and such a cut is
called a minimum cut. Given a labeling system f , each pixel
in the image will be assigned one label. In this paper, we
use fp to represent the label of pixel p. Dðp; fpÞ is the data
penalty of pixel p when it is assigned a label fp. V ðp; qÞ is a
smoothness penalty function between two neighboring
pixels p and q.

3 EXTRACTING THE LAYER DESCRIPTIONS

In our approach, the first stage is to extract the layer
descriptions from the video sequence, which includes the
number of layers and the motion parameters for each layer.
In this stage, we first detect the robust seed correspon-
dences over a short video clip. Then, using the shape prior
of the previous seed region, the region’s front is gradually
propagated along the normal direction using a bipartition-
ing graph-cuts algorithm integrated with the level set
representation. Third, we design a two-step merging
process to merge the seed regions into several groups,
such that each group has an independent motion field.

3.1 Determining Robust Seed Correspondences

In order to correctly extract the layer descriptions, we
consider a short video clipK instead of only two consecutive
frames. The reason is that if the motion between two con-
secutive frames is too small, the motion parameters between
different layers are not distinct. Therefore, we use an
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Fig. 3. An example of a graph G for a 1D image. Nodes p, q, r, and o
correspond to the pixels in the image. After computing a minimum cut C,
the nodes are partitioned into supporting pixels p, q (source) and
unsupporting pixels r, o (sink). The weights of the links are listed in the
table on the right.
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average pixel flow ��� of the seed correspondences as a
measurement to decide the number of frames in the video
clip K:

��� ¼ 1

N

XN
i¼0

j�ij;

where �i is the pixel flow from the current frame In to the
first frame I1 for correspondence i, and N is the total
number of the seed correspondences. If ��� between In and I1
is greater than some threshold (i.e., three pixels), the
number of frames K is set to n.

In our approach, we detect the Harris corners in the first
frame, then we use the KLT tracking algorithm [21] or our
algorithm [30] to track the corners over this short period
using a 17� 17 pixel window. Compared to the KLT
algorithm, our wide baseline matching approach can
efficiently compensate for the rotation component between
two corners by breaking the affine transformation into
different parts. Fig. 4 shows the tracking results for frames 1
to 5 of the mobile-calendar sequence using [30], where the
corresponding corners on the ball are accurate even with a
large rotation.

Since the Harris corners are located at the textured areas,
the affine transformations of our seed regions are more
reliable. The nontextured areas are skipped, where the
motion parameter estimation is unreliable.

3.2 Expanding Seed Regions

Once the seed correspondences are determined between
frames I1 and In,

1 we consider a patch (17� 17 window)
around each seed corner as an initial layer, which corre-
sponds to a planar patch in the scene. This way, we get a
number of initial layers and each layer is supported by a
small patch with a corresponding affine transformation.
Nevertheless, the affine motion parameters estimated using
the small patches may overfit the pixels inside the region,
andmay not correctly represent the global motion of a larger
region. Particularly, when the corner is located at the
boundary between two true layers, the estimated affine
transformation may overfit the pixels of one layer and may
cause a serious distortion on the patch after warping.

One straightforward solution is to simply extend the
region by including neighboring pixels which are consistent
with the affine transformation. Such pixels can be deter-
mined by applying a threshold to the difference map
(Fig. 5d) computed between the patch in the first image
(Fig. 5a) and the corresponding patch warped from the

second image (Figs. 5b and 5c). However, this scheme has
two problems: First, the resulting expanded region may not
be compact and smooth. Second, the new patch may
include pixels from multiple layers and may not be
consistent with a single planar patch in the scene. Fig. 5e
shows one sample result obtained by using this simple
scheme. The seed region is originated from the seed on the
rotating ball (Fig. 5a). After expanding the boundary and
bipartitioning by applying a threshold, the region is not
smooth and it also includes pixels from the other layers.

In order to deal with these problems, we propose a novel
approach to gradually expanding the seed region by
identifying the correct supporting pixels by using the
bipartitioning graph cuts method integrated with the level
set representation. We introduce a smoothness energy term,
which can maintain the partitions piecewisely smooth and
naturally solve the first problem. Then, using the level set
representation, the contour of the seed region is gradually
evolved by propagating the region’s front along its normal
direction, which effectively blocks the pixels from the other
layer and eliminates the second problem.

The process of expanding the seed region can be easily
formulated into the graph cuts framework as a bipartition-
ing problem of a node set. In this framework, we seek the
labeling function f by minimizing the energy

E ¼ EsmoothðfÞ þ EdataðfÞ
¼

X
ðp;qÞ2N

V ðp; qÞ � T ðfp 6¼ fqÞ þ
X
p2P

Dðp; fpÞ; ð1Þ

where Esmooth is a piecewise smoothness term, Edata is a data
error term, P is the set of pixels in the image, V ðp; qÞ is a
smoothness penalty function (2), Dðp; fpÞ is a data penalty
function (3), N is a four-neighbor system, fp is the label of a
pixel p, and T ð�Þ is 1 if its argument is true and 0 otherwise.
In this bipartitioning problem, the label fp is either 0 or 1. If
fp ¼ 1, the pixel p is supporting the seed region, otherwise,
this pixel is not supporting the region. We define V ðp; qÞ as
follows:

V ðp; qÞ ¼ 3� if max ðjI1ðpÞ � I1ðqÞj; jInðpÞ � InðqÞjÞ < 8;
� otherwise:

�
ð2Þ

Instead of using the simple truncated quadratic function
Dðp; fpÞ ¼ minðj�ðpÞ � cðfpÞj2; constÞ,2 we use an approxi-
mate Heaviside function to compute the data penalty as
follows:

Dðp; fpÞ ¼
tan�1ð�ðpÞ2 � �Þ þ �=2 if fp ¼ 0;

�=2� tan�1ð�ðpÞ2 � �Þ if fp ¼ 1;

�
ð3Þ

where �ðpÞ is the absolute intensity difference of pixel p
between the first frame and the warped version of the
second frame as shown in Fig. 5d and � is an empirical
threshold, which is set to 64 for all our experiments. If there
is more noise in images, we can slightly increase � to
compensate for the noise. When �ðpÞ ¼ � , Dðp; 0Þ ¼ Dðp; 1Þ
and the corresponding value D ¼ �=2, which is called a
critical value D̂D. The value of � in (2) is related to the critical
value D̂D. Here, we usually set � ¼ D̂D. Since � is used to
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1. In the rest of this section, we refer to I1 as the first frame and In as the
second frame for the convenience of description since our layer clustering
algorithm will only use these two frames. 2. cðfpÞ is the ideal value for layer fp.

Fig. 4. The corner tracking results for frames 1 and 5 of the mobile-

calendar sequence.

Authorized licensed use limited to: University of Central Florida. Downloaded on August 18,2010 at 15:52:01 UTC from IEEE Xplore.  Restrictions apply. 



control the smoothness penalty, a large � will cause more
piecewisely smooth segmentation.

Fig. 6 compares the Heaviside function with the
truncated quadratic function. Since the Heaviside function
provides a sharp change around

ffiffiffi
�

p
, it effectively distin-

guishes the values in an ambiguity region around
ffiffiffi
�

p
. Our

experiments also show that using the Heaviside function
the partition is more suitable for obtaining good disconti-
nuities. In Fig. 3, we show the detailed graph for this
bipartition problem. After assigning weights Dðp; 0Þ to the
source side t-links,Dðp; 1Þ to the sink side t-links, and V ðp; qÞ
to n-links in graph G, we can compute the minimum cut C
using the standard graph cuts algorithm and obtain a
piecewise smooth partition of the supporting region.

However, the partitioning using graph cuts cannot
guarantee the gradual expansion or shrinking of a region
along the normal direction as shown in Fig. 5c, where some
pixels not belonging to this region are also included. As a
result, the computed transformation may not be represen-
tative of the real layer. Since the contour information of the
initial seed region is not integrated in the function given in
(1), the graph cuts algorithm cannot correctly evolve the
region contour along the normal direction (Fig. 7a). In order
to solve this problem, we use the contour of the seed region
as a prior to compute the level set, v, of this region. Then,
we apply v on the t-links at the sink side and adjust the
weights of the t-links for pixels outside of the region in
graph G. Therefore, we effectively restrict the graph cuts
algorithm to gradually expand the seed region (Fig. 7b). The
detailed process is described as follows:

. Step 1: Construct a mask � of the original seed
region, which has a value in [0, 1], where the inside
pixels of the region are marked by 1 and the others
are marked by 0. Then, compute a level set v (Fig. 5d)
by simply convolving the region mask, �, with a

Gaussian kernel such as: v ¼ G � �, where G is the
Gaussian kernel.

Note: For a pixel, p, inside of the seed region, vp, has a
high constant value and the vp outside of the region falls
down along the normal direction of the contour until vp ¼ 0
(Fig. 5d). Therefore, we obtain an implicit surface for this
contour evolution, which can be represented by level set
[17], [19].Here,we propose anovel approach to evolving the
region contour by integrating the level set representation
into graph cuts method as the next two steps.

. Step 2: Warp the second image using the correspond-
ing affine transformation and compute SSD between
the warped image and the first frame. Construct a
graph G for the pixels with vp > 0. Compute data
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Fig. 5. A procedure for expansion of an initial 17� 17 seed region to a large support region. (a) An initial seed region in the first frame. (b) The
corresponding seed region in the second frame. (c) The warped version of the second frame using the estimated affine parameters. (d) The
difference map between (a) and (c). (e) The result after simple expansion and partitioning. (f) The result after bipartitioning without the level set
representation. (g)-(j) are the intermediate steps of bipartitioning with the level set representation. (g) and (i), respectively, are the expansions of the
seed region during the first and fourth iterations using the level set representation. (h) and (j) are the results obtained after the graph cuts partitioning,
where the new region can have an arbitrary compact contour. (k) and (l) are 3D visualization of the level sets of (g) and (i). Note: The red box is the
initial seed region. The green contours are obtained after using bipartitioning algorithm.

Fig. 6. Comparison between the approximate Heaviside function and the

truncated quadratic function. Top: The truncated quadratic function.

Bottom: Heaviside function.
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penalty D according to the computed SSD and
smoothness penalty V ðp; qÞ for each link in this graph.

. Step 3: Multiply the weights of the sink side t-links by
vp and then compute the minimum cut C.

Note: The weights of the pixels inside the region will
almost not change, while the weight ðp; tÞ will decrease if
the pixel p is further away from the boundary as shown in
Fig. 7b. As a result, the minimum cut C is most likely to
cut the outside pixels and label them as the unsupporting
pixels for this region. This way, the seed region will
gradually propagate from the center (high confident area)
to the exterior (low confident area) as shown in Fig. 5e.

. Step 4: Use the new computed region as the seed
region to compute the new affine transformation by
minimizing the image residue inside the region, then
go to Step 1 to do the next iteration. If the new region
shrinks to a fraction of the original seed region area
(e.g., 75 percent coverage threshold), we discard it as
a poor initial layer.

After a few iterations of the above steps, the front of the
seed region will either expand or shrink along the normal
direction of the contour.

Fig. 5 and Figs. 8a and 8b show the detailed process for
seed region expansion started from different seeds. Fig. 5g
shows the level set representation obtained from the initial
seed region (Fig. 5a). Fig. 5h and 5j are the partitioning
results after the first and fourth iterations. In Fig. 8c, we
show some good results for seed region expansion of the
mobile-calendar and flower-garden sequences. Fig. 8d
shows that we can identify the poor seed regions using
the coverage threshold. Most of these poor seed regions are
located at the boundary of multiple layers.

3.3 Region Merging Process

After the region expansion, each good seed region becomes
an initial layer. Most of these layers may share the same
affine transformation. Therefore, we use a two-step merging
algorithm to merge these layers to obtain the layer
descriptions.

In the first step, we only merge the overlapping layers.
Given two regionsR1 andR2, we test whether the number of
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Fig. 7. Comparison between the graph cuts method (a) without the level
set representation and (b) with the level set representation. The green
nodes correspond to the center of the initial seed region, which belong to
the sink. After bipartitioning in (a), the nodes far away from the center
may be assigned the sink label, which cannot guarantee the gradual
expansion or shrinking of a region along the normal direction. After
integrating the level set representation, the weights of the links on the
sink side are changed. Therefore, the cut is always made at the adjacent
area around the original seed region (b). Note: We use the thickness to
represent the weights of the links.

Fig. 8. Region expansion process. (a) Seed region expansion started from a seed on the train in the mobile-calendar sequence, which is similar to
the process in Figs. 5d, 5e, 5f, and 5g. (b) Seed region expansion started from a seed on the background in the mobile-calendar sequence. (c) Some
results of the good regions (inliers) after expansion. (d) Some results of the poor regions (outliers) after expansion, where the new region cannot
cover the most of the area of the original seed. Note: The red box is the initial seed region. The green contours are obtained after using the
bipartitioning algorithm.
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overlapping pixels is more than half of the pixels in the
smaller region. If this is true, we compute the SSD by
warping the first region, R1, using the transformation H2 of
the second region R2. Using this SSD as the measure and
employing the graph cuts algorithm, we can detect how
many pixels support H2. If the majority (say 80 percent)
pixels of R1 support R2, we merge these two regions and
recompute the motion parameters using the merged pixels.
After that, we use the bipartitioning graph cuts algorithm
again to prune the unsupporting pixels from the new region.

If only a few pixels of R1 support H2, we repeat the
process by warping R2 using the transformation H1 of R1.
In order to achieve large merged regions, we iterate the
whole process a few times (typically 3 to 4) to make sure
that the merging process converges.

After the first step of merging, only a few large regions
may survive. Some of the nonoverlapping regions may still
share a single motion transformation. During the second
step, we also merge these nonoverlapping regions. Fig. 9
shows the two-step merging process for the background
layer of the mobile-calendar sequence. Fig. 10 shows the
results for themobile-calendar and flower-garden sequences.

4 MULTIFRAME LAYER SEGMENTATION IN

PRESENCE OF OCCLUSION VIA GRAPH CUTS

After extracting layer descriptions in a short video clip using
our proposed method in the previous section, the number of
layers in the scene and the correspondingmotion transforma-
tion of each layer are known. However, these layer descrip-
tions can only provide rough layer representations and layer

boundaries may be incorrect. Moreover, some nontextured
areas may have multiple labels due to their ambiguities as
shown in Fig. 10. In this section, we will solve this problem:
Given the extracted layer descriptions, compute an accurate
layer segmentation in presence of occlusion using multiple
frames in a video sequence.

In this process, we explicitly identify the occluded pixels
which will be assigned a new occlusion label, �. Then, using
the occlusion order constraint over multiple frames, the
consistency of the layer segmentation between frame pair
ð1; 2Þ and frame pair ð1; jÞ (j > 2) is maintained, and the
quality of segmentation boundary is visibly improved. First,
we will state the occlusion order constraint. Next, we
introduce a three-state pixel graph to handle the occlusion
problem between two frames in motion segmentation.
Third, based on this pixel graph, we integrate this occlusion
order constraint in a novel multiframe graph model which
can be minimized using the graph cuts algorithm.

4.1 Occlusion Order Constraint

With the intention of computing an accurate motion layer
segmentation of a video clip, let us first study the occlusion
process. Fig. 11 shows the occlusionhas a temporal order for a
linearly moving object. It is obvious that occlusion area is
increasing with the temporal order. During a short period
(three to five frames), this observation is not violated if the
object is not thin andnotmoving fast. Therefore, basedon this
assumption, we state the occlusion order constraint as follows:

. If a pixel, pj�1, is assigned a label fp1 6¼ � between
frames 1 and j, then pixel pk�1 should be assigned
either fp1 or � between frames 1 and k, where k > j,
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Fig. 9. Merging process. Top: Several initial seed regions sharing the same affine transformation. Bottom: The intermediate steps of the merging
process when it starts from the top left seed region.

Fig. 10. Extracting layer descriptions. Top: Four layers of the mobile-calendar sequence, which correspond to the calendar, train, ball, and wall,
respectively. Bottom: Three layers of the flower-garden sequence, which correspond to the tree, house, and flower-garden, respectively. The green
contour is the region boundary, and nonsupporting pixels are marked by red. Note: The nontextured areas may belong to several layers due to their
ambiguities, such as the white paper at the lower part of the calendar in themobile-calendar sequence, and the blue sky in the flower-garden sequence.
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and pixel pk�1 should be assigned fp1 between
frames 1 and k, where k < j.3

From this occlusion order constraint, we can further

clarify that during a short period, if a pixel is occluded

between frames 1 and j, this pixel will also be occluded

between frames 1 and ðjþ 1Þ. According to this occlusion

order constraint, only pixels at the same image coordinates

in two consecutive frame pairs can influence each other,

such as p1 and p2 in frame pair 1; 2ð Þ and 1; 3ð Þ, which can

effectively maintain the segmentation consistency between

the consecutive frame pairs.
Now, the multiframe motion segmentation problem can

be formulated as an energy minimization problem of the

following energy function:

E ¼
Xn�1

j¼1

ðEsmoothj
ðfÞ þ EdatajðfÞ þ EocjðfÞÞ þ

Xn�2

j¼1

EorderjðfÞ ð4Þ

¼
Xn�1

j¼1

 X1
i¼0

 X
ðpj;qjÞ2N

V ðpj;i; qj;iÞ � T ðfpj 6¼ fqjÞ
!

þ
X
pj2Pj

Dðpj; fpjÞ � T ðfpj 6¼ �Þ
� �

þ
X
pj2Pj

Dðpj; �Þ � T ðfpj ¼ �Þ
� �!

þ
Xn�2

j¼1

X
pj2Pj

1 � T ðfpjþ1
6¼ � ^ fpj 6¼ fpjþ1

� �0
@

1
A

¼
Xn�1

j¼1

 X1
i¼0

 X
ðpj;qjÞ2N

V ðpj;i; qj;iÞ � T ðfpj 6¼ fqjÞ
!

þ
X
pj2Pj

Dðpj; fpjÞ
!

þ
Xn�2

j¼1

 X
pj2Pj

ð1 � T ðfpjþ1
6¼ � ^ fpj 6¼ fpjþ1

Þ
!
; ð5Þ

where j is the frame number and n is the total number of

frames. Compared to (1), there are two additional terms in

this equation. The first one isEocðfÞ, which is used to impose

the occlusion penalties for the occluded pixels between

frames 1 and ðjþ 1Þ. The second one is EorderðfÞ, which is

used to impose penalties for maintaining the occlusion order

constraint on each consecutive image pairs, such as frame

pair 1; 2ð Þ and 1; 3ð Þ. In this multiple labeling system, given a

pixel pj, the label fpj of pixel pj is assigned one label from a

label set L ¼ fl1; l2; � � �; lkg [ f�g, where k is the number of

layers extracted using the method proposed in the previous

section. V ðpj;i; qj;iÞ is the smoothness penalty term,Dðpj; fpjÞ �
T ðfpj 6¼ �Þ is the data penalty term,Dðpj; �Þ � T ðfpj ¼ �Þ is the
occlusion penalty term, and 1 � T ðfpjþ1

6¼ � ^ fpj 6¼ fpjþ1
Þ is

occlusion order penalty term. T ð�Þ is 1 if its argument is true

and 0 otherwise. The detailed penalty functions are given in

the following sections.

4.2 Three-State Pixel Graph

In order to minimize the above energy function, we can use

�-expansion or �� � swapping techniques [5], [14] to solve

the multiway cuts problem [4]. In a multiway cuts problem,

given a label set L ¼ fl1; l2; � � �; lkg as shown in Fig. 12a, each

node in the graph is to be assigned one of these labels

according to its data energy (t-links) and smoothness energy

(n-links). However, Dahlhaus et al. have already shown

that, to find a minimum cost, multiway cuts is NP-complete

[7]. One feasible solution for this problem is to use multiple

two-terminal subgraphs to achieve an approximate result as

shown in Figs. 12b and 12c. In each step, we randomly or

sequentially pick one label as the source terminal which is

named as � (such as l1 in Fig. 12b) and merge all other labels

into one sink terminal. Then, the maximum flow algorithm

is applied to obtain an optimal solution for this bipartition

problem, which has a linear computational complexity. In

each step, the �-expansion of f allows any set of pixels to

change their original labels to � in one step as shown in

Figs. 12b and 12c. Finally, a global approximation of the

multiway cuts problem is obtained when the energy does

not reduce further for any label in L.
Traditionally, each node in the graph is only associated

with one pixel, such as Fig. 3 and Fig. 12. Thus, each pixel

has one individual two-state pixel graph as shown in

Fig. 13a. In this pixel graph, each pixel either gets a new

label � or keeps its original label fp, which can be naturally

represented by two states, [0] or [1].4

However, in motion segmentation application, a pixel can

be assigned three labels �, fp, or � at one single step of

�-expansion. One node per pixel cannot represent the

three states. In order to provide three states for a single pixel,

we use two nodes to construct a pixel graph, which provides

four possible combination of states: [0,0], [0,1], [1,0], and [1,1].
Given a pixel, p1, in image pair (1,2), the corresponding

pixel graph is constructed as shown in Figs. 13b, 13c, 13d,
and 13e. There are two nodes, p1;0 and p1;1, and one pair of
occlusion n-links, ðp1;0; p1;1Þ and ðp1;1; p1;0Þ, associated with
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3. Due to the multiple image pairs, we use p1 to denote the pixel in the
reference image for image pair 1; 2ð Þ, pixel p2 to denote the pixel in the
reference image for image pair 1; 3ð Þ, and pixel pk�1 to denote the pixel in
the reference image for image pair 1; kð Þ, and so on. Note: p1, p2, � � �, pk�1

have the same location p in the reference image for every frame pair. The
reference image is always frame 1.

4. After the graph cuts partition, each node is assigned either to the
source [0] or to the sink [1]. There are two possible states for each node.

Fig. 11. The occlusion order in a short video clip containing five con-
secutive frames (the first image is the reference image). The top row
shows the five-frame sequence, where a solid circle is moving along the
left-top direction. The bottom images show the occlusions (color areas)
between the first frame and other frames. It is clear that the occlusion
area is increasing with time.

Authorized licensed use limited to: University of Central Florida. Downloaded on August 18,2010 at 15:52:01 UTC from IEEE Xplore.  Restrictions apply. 



this pixel. If the minimum cut, C, cuts the link ðp1;0; p1;1Þ, the
pixel p1 is occluded. Using the link weights given in Table 1,

Fig. 13 shows three cases for C after bipartitioning of this

pixel graph. Let fp1 be the original label of pixel p1 in the

reference image. The pixel will be assigned a new label fC
p1

as follows:

fCp1 ¼
� if ðs; p1;0Þ 2 C; ðs; p1;1Þ 2 C ðFig: 13bÞ;
fp1 if ðp1;0; tÞ 2 C; ðp1;1; tÞ 2 C ðFig: 13cÞ;
� if ðp1;0; tÞ 2 C; ðs; p1;1Þ 2 C; ðp1;0; p1;1Þ 2 C ðFig: 13cÞ

8><
>:

ð6Þ

where � is the occlusion label. In the first case, pixel p1 is

assigned a new label �, which is represented by the node

state [0,0]. In the second case, pixel p1 will keep its original

label, which is represented by the node state [1,1]. In the

occlusion case, both data penalties Dðp1; �Þ and Dðp1; fp1Þ of
pixel p1 are greater than the occlusion penalty Dðp1; �Þ,
which is a fixed empirical value.5 Therefore, it is not

suitable to assign either the original label, fp1 , or the new

1652 IEEE TRANSACTIONS ON PATTERN ANALYSIS AND MACHINE INTELLIGENCE, VOL. 27, NO. 10, OCTOBER 2005

5. We usually set the value of Dðp1; �Þ slightly larger than the critical
value D̂D (see (3)). If Dðp1; �Þ increases, the number of the occlusion pixels
will reduce.

Fig. 12. A typical multiway cuts problem. (a) fl1; l2; � � �; lkg is the label set. p; q; r; � � �; x; y; z are the nodes associated with the pixels in an image.
(b) After selecting l1 as the � label (or source) and the other label terminals are grouped as one sink, a bipartition can be achieved, where red nodes
are assigned label � and the blue nodes will keep original label fp. (c) An example for another step of �-expansion. After these two steps ((b) and (c)),
p, q, u, and v will be assigned by label l1, and x and y will be assigned by label l2.

Fig. 13. Pixel graphs. (a) A two-state pixel graph has two states which are corresponding to the sink or source respectively. (b)-(e) Three-state pixel
graphs which can handle the occlusion label. After one �-expansion of an independent pixel graph p, there are three possible cuts. (b) The two nodes
belong to the sink and p will be assigned the new label �. (c) The two nodes belong to the source and p will keep the original label fp. (d) One node
belongs to source and the other belongs to the sink, therefore, p is occluded and assigned the label �. (e) Impossible case due to the link p1;1; p1;0 ¼ 1.

TABLE 1
Weights of the Links

Note: Occlusion penalty Dðp; �Þ is an empirical constant. b�j;1 and bfbj;0 are
the symmetric node pair to enforce the symmetric occlusion property,
such as the nodes p1;0 and r1;1 in Fig. 16.
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label, �, to this pixel. This pixel is an occluded pixel and is

assigned � (Fig. 13c), which is represented by the node state

[0,1]. Since the weight of ðp1;1; p1;0Þ is infinite, the fourth

node state [1,0] is disabled.

To compute the data penalties Dðp1; fp1Þ and Dðp1; �Þ, we

first need to determine the image difference �ðp1Þ related to

each label for pixel p1. As shown in Fig. 14a, pixel p1 in

frame 1 may be projected to different locations, p
fp1
1 and p�1 ,

in frame 2 by transformations Hfp1
and H�, respectively.

Therefore, �ðp1Þ can be obtained as follows:

�ðp1; fp1Þ ¼ jI1ðp1Þ � I2ðp
fp1
1 Þj; ð7Þ

�ðp1; �Þ ¼ jI1ðp1Þ � I2ðp�1 Þj; ð8Þ

where I1ðp1Þ is the intensity value of pixel p1 in the first frame

and I2ðpfp1 Þ is the intensity value of pixel p
fp1
1 in the second

frame. p1 and p
fp1
1 are corresponding points under transfor-

mation Hfp1
. The notations related to � have the similar

meanings. Then, the data penalties are computed as follows:

Dðp1; fp1Þ ¼ tan�1ð�ðp1; fp1Þ
2 � �Þ þ �=2; ð9Þ

Dðp1; �Þ ¼ tan�1ð�ðp1; �Þ2 � �Þ þ �=2; ð10Þ

where � is set a fixed value (3). To improve computational

performance, we precompute the difference map �ðpjÞ for

each possible label as shown in Figs. 14b, 14c, 14d, and 14e,

where four difference maps are computed by using frame 1

and 5 of the mobile-calendar sequence.

4.3 Multirame Motion Segmentation via Graph Cuts

Using the pixel graphs, the multiframe motion segmenta-

tion graph can be constructed as shown in Fig. 15. To

illustrate the occlusion order constraint in multiframe

segmentation, we stack four pairs of image nodes together

in this graph. Note that each image pair involves the first

frame (the reference frame) and one of the other frames,

which is consistent with Fig. 11.

In Fig. 15, each image pair is separated by the red dotted

lines. In each image pair 1; jþ 1ð Þ, j > 1, only the pixels in

the reference image (frame 1) will be used to construct pixel

graphs. For each pixel pj,
6 a pixel graph is created with

two nodes pj;0 and pj;1. In each image pair 1; jþ 1ð Þ, pj
belongs to a pixel set, Pj, which is the set of pixels in the

reference image for image pair 1; jþ 1ð Þ. In Fig. 15, there are

four pixels subsets P1, P2, P3, and P4 corresponding to

each image pair.
According to the occlusion order constraint, a set of order

n-links (blue edges), such as ðp3;0; p2;0Þ and ðp2;0; p3;0Þ, are
added in the graph G to interact with the pixel graph at the

same image coordinates. In order to simplify graph G, we

only show two nodes from one particular pixel pj for each

image pair to illustrate these order n-links. The detailed

subgraph G1;2 for the first image pair is redrawn in Fig. 16.
Before we describe how to minimize the energy E for the

whole graph G, we first discuss the interaction of the nodes

in subgraph G1;2 and then discuss how to assign the weights

to these links. To reduce the complexity, we show only

three pixels p1, q1, and r1 of frame 1 in graph G1;2, where

each pixel has one pixel graph.

In graph G1;2 (Fig. 16), the smoothness energy function,

EsmoothðfÞ, is implemented by the smoothness n-links,

which connect each pair of neighboring pixel graphs such

as ðq1;1; p1;1Þ and ðp1;1; q1;1Þ. In order to compute the

smoothness penalty term V ðp1;i; q1;iÞ of a link ðp1;i; q1;iÞ,
we warp the second image I2 to obtain the warped image

I
H�1

fi

2 by applying the inverse motion transformation H�1
fi

,

corresponding to label fi, for each label in the layer

descriptions. Here,

fi ¼
� if i ¼ 0
fpj if i ¼ 1:

�
ð11Þ
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Fig. 14. Determine data penalty for pixel p1. (a) Pixel p1 in the first frame may be projected on different locations, p
fp1
1 and p�1 , in the second frame by

transformations Hfp1
and H�, respectively. (b)-(e) are difference maps corresponding to background, calendar, mobile, and ball, respectively, where

the image intensities are corresponding to the differences.

6. pj has the same location p in frame 1 for every frame pair 1; jþ 1ð Þ.
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Therefore, the smoothness penalty term V ðpj;i; qj;iÞ can be
computed as

V ðpj;i; qj;iÞ ¼

4� if maxðjI1ðpÞ � I1ðqÞj; jI
H�1

fi

ðjþ1ÞðpÞ � I
H�1

fi

ðjþ1ÞðqÞjÞ < 4;

2� if 4 � maxðjI1ðpÞ � I1ðqÞj; jI
H�1

fi

ðjþ1ÞðpÞ � I
H�1

fi

ðjþ1ÞðqÞjÞ < 8;

� otherwise;

8>>><
>>>:

ð12Þ

where I1 is the first frame, I
H�1

fi

ðjþ1Þ is the warped version of
Iðjþ1Þ obtained by applying the inverse transformation H�1

fi
,

and � is an empirical constant (2).
In order to model the symmetric properties of the

occlusion, a set of new symmetric occlusion n-links are
added to connect the related nodes. Given a pixel b in the
second frame, two pixels b� and bfb in the first frame can be
mapped to the same pixel b by transformations H� and Hfb ,
where fb is the current label of b in the second frame. After
applying the inverse transformations H�1

� and H�1
fb

to b, we
can determine both b� and bfb . Then, a pair of n-links are
added to connect these two nodes, such as the blue dotted
links ðr1;1; p1;0Þ and ðp1;0; r1;1Þ shown in Fig. 16. With the
help of these symmetric occlusion n-links, the occlusion
penalties from frame 2 to frame 1 are also specified.

4.4 Energy Minimization with Occlusion Order
Constraints

After assigning weights 0, 1, 1, and 0 to order n-links
ðpðiþ1Þ;0; pi;0Þ, ðpi;0; pðiþ1Þ;0Þ, ðpðiþ1Þ;1; pi;1Þ, and ðpi;1; pðiþ1Þ;1Þ,
respectively, the occlusion order constraint is fully satisfied.

Using a three state pixel graph system, if the label of
pixel pj 6¼ �, the energy of the pixel graph is depended on
the t-link weights (or data penalty), such as ðs; pj;0Þ or
ðpj;0; tÞ. If the label of pixel pj ¼ �, the energy of the pixel
graph is depended on the occlusion n-link weights (or
occlusion penalty), ðpj;0; pj;0Þ. Therefore, we can merge the
data penalty term and occlusion penalty term together to
obtain a new data and occlusion penalty term Dðpj; fpjÞ.
From the occlusion order penalty term, we can see that if

the label of pixel pjþ1 is not �, pixels pjþ1 and pj should have
the same label, otherwise, an infinity penalty will be
imposed on the corresponding occlusion order n-links. This
is consistent with our occlusion order constraint discussed
in Section 4.1.

We can easily verify the occlusion constraint by assum-
ing the minimum cut position. For example, after assuming
that the pixel p2 keeps the original label fp2 6¼ � between
frames 1 and 3 during �-expansion (Fig. 17a), the nodes p2;0
and p2;1 belong to the source and the cut will cross the
t-links ðp2;0; tÞ and ðp2;1; tÞ. Since the weight of n-link
ðp2;1; p1;1Þ is 1, node p1;1 cannot belong to the sink. Thus,
p1;0 and p1;1 both belong to the source and the pixel p1
between frame pair 1; 2ð Þ will also keep the original label
fp1 . Similarly, node p3;0 will belong to the source due to
ðp2;0; p3;0Þ ¼ 1. As a result, there are three possible cases as
shown in Figs. 17b, 17c, and 17d.
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Fig. 15. This graph is constructed using five consecutive frames, which have four image pairs related to the reference image. The red lines separate
each pair of images into one block. The blue n-links are introduced to maintain the occlusion order constraint. Note: Only some of the nodes and links
are shown here.

Fig. 16. A graph G1;2, where three basic pixel graphs are shown
corresponding to pixels p, q, and r, respectively. The n-links between
neighboring pixels are to enforce the smoothness penalties, such as
ðp1;1; q1;1Þ and ðq1;1; p1;1Þ. After applying the the inverse transformations
H�1

� and H�1
fb

to pixel b in the second frame such that b� ¼ p1;0 and
bfb ¼ r1;1, a pair of n-links is introduced to enforce the symmetric
property of the occlusion, such as ðp1;0; r1;1Þ and ðr1;1; p1;0Þ.
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In order to obtain segmentation results for each pair of
neighboring fames in a sequence, we always use three to
five consecutive frames to preform segmentation since our
assumption is more valid and feasible in a short period (we
will discuss this further in the next section). For example,
after obtaining the initial layer descriptions between frames 1
and 5 from Section 3, we can easily estimate the motion
parameters between frame pairs 1; 2ð Þ, 1; 3ð Þ, and 1; 4ð Þ for
each real layer label. Based on these motion parameters,
five consecutive frames 1, 2, 3, 4, and 5 are used in
multiframe graph cuts algorithm to compute the segmenta-
tion, where we can simultaneously achieve the segmentation
for each frame pair 1; jð Þ; 2 � j � 5. In order to perform
segmentation for frames 2 and 3, we first estimate the initial
layer descriptions (support regions and corresponding

motion parameters of each layer) from the previous

segmentation results between 1; 2ð Þ. Then, based on the

initial layer descriptions, another set of five consecutive

frames 2, 3, 4, 5, and 6will be used to refine the segmentation

between 2; 3ð Þ by employing the multiframe graph cuts

algorithm. Finally, the segmentation of the whole sequence

can be achieved by repeating the above process.
Fig. 18 compares the segmentation results obtained using

five frames with those obtained using only two frames. Due

to the use of multiple frames with the occlusion order

constraint, the artifacts are removed and the segmentation

results are more consistent, as shown in Figs. 18b, 18c, and

18d. Moreover, it is obvious that the occluded areas

between the overlapping layers increase over time.
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Fig. 17. Verification for the occlusion order constraint. Three possible cases (b)-(d) after assuming a cut across ðp2;0; tÞ and ðp2;1; tÞ in (a). All of the
sink side t-links before the ðp2;0; tÞ and ðp2;1; tÞ are definitely crossed by the minimal cut C, while the sink side t-links after the ðp2;0; tÞ and ðp2;1; tÞ may
or may not be cut. Note: in this case, none of the source side t-links can be crossed.

Fig. 18. Segmentation results for frame 1 of the mobile-calendar sequence. Top: The segmentation results obtained by using only two frames.
Bottom: The segmentation results obtained by using five frames (1-5) with the occlusion order constraint. (a) Segmentation results between frames 1
and 2. (b) Segmentation results between frames 1 and 3. (c) Segmentation results between frames 1 and 4. (d) Segmentation results between
frames 1 and 5. The red pixels in the segmented images are the occluded pixels, which are consistently increasing with time in the bottom row. After
using the occlusion order constraint on these frames, the segmentation results on the reference image (frame 1) are much more consistent than
those without the occlusion order constraint (top).
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5 EXPERIMENTS

In this section, we demonstrate our results on two standard

motion sequences, mobile-calendar (Fig. 19) and flower-

garden (Fig. 20), and two more sequences.
Figs. 19 and 20 show the segmentation results for the

mobile-calendar and flower-garden sequences. We used

five frames to extract the layers for the mobile-calendar

sequence and used three frames to extract the layers for the

flower-garden sequence. We also compared our results with

other methods [12], [11], [27], [1] for these two standard

sequences. Since the ground truth for these sequences is not

available, we have to limit our analysis to qualitative

comparisons. Fig. 21 shows the comparison on these

two standard motion sequences. Compared to the previous

approaches, our method not only explicitly determines the

occluded pixels, but also provides more precise and finer

boundaries between the overlapping layers. Fig. 22 shows

the plot of energy versus number of iteration for these

two standard sequences. After a few iterations (which
usually correspond to the number of layers), the energy
converges to an approximately optimized solution.

We also applied our method to our own sequence, car-
map,with a large occlusion as shown in Fig. 23, where the car
is moving behind the map and the scale of the car is
apparently changed. The sequence was taken by a handheld
moving video camera. During some frames,most parts of the
car are occluded by the map. Once the car moves behind the
map, it is very difficult to compute the correct motion
parameters for the car layer based on a small region of the car
due to the overfitting problem. Therefore, we use a common
tracking technique to predict the motion parameters based
on the previous frames. If the region shrinks by some amount
(say 20 percent) and the predicted motion parameters are
much different than the new estimated parameters, we
maintain the predicted parameters to perform the segmenta-
tion. The results are shown in Fig. 23.

Fig. 24 shows a scene, box-card, with multiple layers,
which was also taken by a handheld moving video camera.
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Fig. 19. The segmentation results for the mobile-calendar sequence. The red pixels are occluded pixels. Please visit our Web site [35] for the video

sequences.

Fig. 20. The segmentation results for the flower-garden sequence. The red pixels are occluded pixels. Please visit our Web site [35] for the video

sequences.

Fig. 21. Comparison on mobile-calendar and flower-garden sequences with two previous methods. (a) Results of Ayer and Sawhney [1]. (b) Results

of Ke and Kanade [12]. (c) Our results. In our results, we cannot only obtain the accurate layer segmentation, but also explicitly detect the occluded

pixels (red pixels). Note: (a) and (b) are reproduced from papers [1], [12], respectively.
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In order to align the imagery, we have to segment this video
clip into four planar layers such that each layer shares
one projective transformation. Due to the apparently

projective distortion and large ego-rotation of the camera,
the affine transformation cannot fully capture the transitions

between the consecutive frames. Instead of the affine
transformation used for other sequences, we used the
Levenberg-Marquardt method [23] to compute the projec-
tive transformation for each layer. It is clear that we have
obtained good results for this sequence as shown in Fig. 24.

Since our occlusion order constraint is based on the
assumption that the moving object is not thin and not
moving fast, the occlusion may not have a temporal order if
the object is thin or moving back and forth randomly. In this
case, the segmentation around this object may not be
accurate, e.g., the tree branch in the flower-garden sequence
(Fig. 20). Nevertheless, in a real video sequence, the object
motion usually is coherent and it is very rare to observe a
randomly moving object. In a short period (three to
five frames), a linear approximation of the object movement
is a good choice for most of vision applications, such as
object tracking. Consequently, as we expected, the experi-
ment results using this constraint are better than those
without this constraint (Fig. 18).

In all of our experiments, once the layer descriptions are

extracted, the average computational time for one frame

(352� 240) segmentation is less than 30 seconds on Pentium

IV 2.0G. However, in the first stage of the layer description

extraction, our approach requires a relative long time,

which is about 8-10 minutes including all steps. The most

time-consuming steps are the seed regions expansion and
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Fig. 22. Plot of energy versus number of iteration for two standard
sequences. Initially, we assign the occlusion label to all pixels in our
graph. In each iteration or �-expansion step, one layer label is selected
as the � label. After several iterations, an approximately global solution
is found in both cases.

Fig. 23. Segmentation results for the car-map sequence. Top: Several frames from the sequence. Bottom: The segmentation results, where the
layers are accurately extracted even though the most parts of the moving car are occluded in some frames. There are three layers corresponding to
map, car, and background building, respectively.

Fig. 24. Segmentation results for the box-card sequence using projective transformation. Top: Several frames from the sequence. Middle: The
segmentation results using homography transformation. There are four layers corresponding to two sides of the box, card, and desk, respectively.
Bottom: The mosaics of four layers after registering all frames on the first frame.
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region merging. The complexity order of these steps can be

approximately described as

Oe ¼ nsmeA; ð13Þ
Om ¼ ngðng � 1ÞmmAm; ð14Þ

where Oe is the complexity order of the seed regions

expansion step, ns is the number of the seed correspon-

dences, me is the iteration number (me ¼ 4 in our experi-

ments), A is the area of the seed region,Om is the complexity

order of the region merging step, nr is the number of the

good seed correspondences, mm is the iteration number

(mm ¼ 4 in our experiments), and Am is the area of the

merged seed region. Here,Om is the complexity order for the

worst case such that the all regions are not merged. In

practice, the computation complexity of the region merging

step is dramatically reduced when the regions are quickly

merged together into three to four clusters. In order to speed

up the algorithm, reducing the node number for the graph

construction is the most efficient approach. For example, we

can restrict the graph construction only for the boundary

pixels of the seed regions. Note: All of our results are also

available on our Web site [35].

6 CONCLUSIONS

In this paper, we presented an effective method to extract
robust layer descriptions and to perform an accurate layer
segmentation for the image sequences containing 2Dmotion
(affine or homography). Our contributions consist of:
1) Initial layer descriptions by integrating the level set
representation into the graph cuts method to obtain
gradually expanding seed regions. 2) Using the occlusion
order constraints, we successfully combine multiple frames
to compute accurate and consistent layer segmentation and
explicitly detect the occluded pixels, which has not been
done before.

In the future, we will investigate the relationship
between the level set and graph cuts methods and unify
these two approaches into one framework for different
applications.
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