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Abstract

Tracking across cameras with non-overlapping views is a challenging problem. Firstly, the observations of an object are often widely
separated in time and space when viewed from non-overlapping cameras. Secondly, the appearance of an object in one camera view
might be very different from its appearance in another camera view due to the differences in illumination, pose and camera properties.
To deal with the first problem, we observe that people or vehicles tend to follow the same paths in most cases, i.e., roads, walkways,
corridors etc. The proposed algorithm uses this conformity in the traversed paths to establish correspondence. The algorithm learns this
conformity and hence the inter-camera relationships in the form of multivariate probability density of space-time variables (entry and
exit locations, velocities, and transition times) using kernel density estimation. To handle the appearance change of an object as it moves
from one camera to another, we show that all brightness transfer functions from a given camera to another camera lie in a low dimen-
sional subspace. This subspace is learned by using probabilistic principal component analysis and used for appearance matching. The
proposed approach does not require explicit inter-camera calibration, rather the system learns the camera topology and subspace of
inter-camera brightness transfer functions during a training phase. Once the training is complete, correspondences are assigned using
the maximum likelihood (ML) estimation framework using both location and appearance cues. Experiments with real world videos

are reported which validate the proposed approach.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction

There is a major effort underway in the vision commu-
nity to develop fully automated surveillance and monitor-
ing systems [3,1]. Such systems have the advantage of
providing continuous 24 h active warning capabilities and
are especially useful in the areas of law enforcement,
national defence, border control and airport security.
One important requirement for an automated surveillance
system is the ability to determine the location of each
object in the environment at each time instant. This prob-
lem of estimating the trajectory of an object as the object
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moves around in a scene is known as tracking and it is
one of the major topics of research in computer vision.
In most cases, it is not possible for a single camera to
observe the complete area of interest because sensor resolu-
tion is finite, and the structures in the scene limit the visible
areas. Therefore, surveillance of wide areas requires a sys-
tem with the ability to track objects while observing them
through multiple cameras. Moreover, it is usually not fea-
sible to completely cover large areas with cameras having
overlapping views due to economic and/or computational
reasons. Thus, in realistic scenarios, the system should be
able to handle multiple cameras with non-overlapping
fields of view. Also, it is preferable that the tracking system
does not require camera calibration or complete site mod-
eling, since the luxury of fully calibrated cameras or site
models is not available in most situations. In this paper,
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we present an algorithm that caters for all these constraints
by employing inter-camera appearance and space-time
relationships to track people across non-overlapping field
of views.

1.1. An overview of the proposed approach

Our focus is on the problem of multi-camera tracking in
a system of non-overlapping cameras. We assume that the
single camera tracking problem is solved. The task of a
multi-camera tracker is to establish correspondence
between the observations across cameras, i.e., given a set
of tracks in each camera, we want to find which of these
tracks belong to the same object in the real world. We
accomplish this by first using the observations of objects,
passing through the system of cameras in a training phase,
to discover the relationships between the cameras. For
example, suppose two cameras 4 and B are successively
arranged alongside a walkway, see Fig. 1. Suppose people
moving along one direction of the walkway that are ini-
tially observed in camera A are also observed entering cam-
era B after a certain time interval. People can take many
paths across 4 and B. However, due to physical and prac-
tical constraints, people will follow some paths more often
than others. Thus, the locations of exits and entrances
between cameras, direction of movement and the average
time taken to reach from A to B can be used as cues to con-
strain correspondences. We refer to these cues as space—
time cues and exploit these cues to learn the inter-camera
relationships. The inter-camera relationships are learned
in the form of a probability density function (pdf) of space
time parameters (i.e., the probability of an object entering a
certain camera at a certain time given the location, time
and velocity of its exit from another camera) from the
training data. Instead of imposing assumptions about the
form of this pdf, we let the data ‘speak for itself’ [20] by
estimating the pdf using kernel density estimators. A com-
monly used cue for tracking in a single camera is the
appearance of the objects. Appearance of an object can
be modelled by its color or brightness histograms, and it
is a function of scene illumination, object geometry, object
surface material properties (e.g., surface albedo) and the
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Fig. 1. The figure shows two possible paths an object can take from
Camera A to B.

camera parameters. Among all these, only the object sur-
face material properties remain constant as an object
moves across cameras. Thus, the color distribution of an
object can be fairly different when viewed from two differ-
ent cameras. One way to match appearances in different
cameras is by finding a transformation that maps the
appearance of an object in one camera image to its appear-
ance in the other camera image. However, for a given pair
of cameras, this transformation is not unique and also
depends upon the scene illumination and camera parame-
ters. In this paper, we show that despite depending upon
a large number of parameters, all such transformations
lie in a low dimensional subspace for a given pair of cam-
eras. The proposed method learns this subspace of map-
pings for each pair of cameras from the training data by
using probabilistic principal component analysis. Thus,
given appearances in two different cameras, and the sub-
space of brightness transfer functions learned during the
training phase, we can estimate the probability that the
transformation between the appearances lies in the learnt
subspace.

We present an ML estimation framework to use these
cues in a principled manner for tracking. The correspon-
dence probability, i.e., the probability that two observa-
tions originate from the same object, depends on both
the space-time information and the appearance. Tracks
assignment is achieved by maximizing the correspondence
likelihood. This is achieved by converting the ML estima-
tion problem into a problem of finding the path cover of
a directed graph for which an optimal solution can be effi-
ciently obtained.

In Section 2, we discuss related research. In Section 3, a
probabilistic formulation of the problem is presented.
Learning of inter-camera spatio-temporal and appearance
relationships is discussed in Sections 4 and 5, respectively.
In Section 6, a maximum likelihood solution to find corre-
spondences is given. Results are presented in Section 7.

2. Related work

In general, multi-camera tracking methods differ from
each other on the basis of their assumption of overlapping
or non-overlapping views, explicit calibration vs learning
the inter-camera relationship, type of calibration, use of
3D position of objects, and/or features used for establish-
ing correspondences. In this paper, we organize the
multi-camera tracking literature into two major categories
based on the requirement of overlapping or non-overlap-
ping views.

2.1. Multi-camera tracking methods requiring overlapping
views

A large amount of work on multi-camera surveillance
assumes overlapping views. Jain and Wakimoto [14] used
calibrated cameras and an environmental model to obtain
3D location of a person. The fact that multiple views of
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the same person are mapped to the same 3D location was
used for establishing correspondence. Cai and Aggarwal
[2], used multiple calibrated cameras for surveillance. Geo-
metric and intensity features were used to match objects for
tracking. These features were modeled as multi-variate
Gaussians and the Mahalanobis distance measure was used
for matching. Chang and Gong [33] used the top most
point on an object detected in one camera to compute its
associated epipolar line in other cameras. The distance
between the epipolar line and the object detected in the
other camera was used to constrain correspondence. In
addition, height and color were also used as features for
tracking. The correspondences were obtained by combin-
ing these features using a Bayesian network. Dockstader
and Tekalp [6] also employed Bayesian networks for track-
ing and occlusion reasoning across calibrated cameras with
overlapping views. Sparse motion estimation and appear-
ance were used as features. Mittal and Davis [25] used a
region-based stereo algorithm to estimate the depth of
points potentially lying on foreground objects and pro-
jected them on the ground plane. The objects were located
by examining the clusters of the projected points. Kang
et al. [17] presented a method for tracking in stationary
and pan-tilt-zoom cameras. The ground planes in the mov-
ing and stationary cameras were registered. The moving
camera sequences were stabilized by using affine transfor-
mations. The location of each object was then projected
into a global coordinate frame for tracking. The object
appearance was modeled by partitioning the object region
into its polar representation. In each partition a Gaussian
distribution modeled the color variation.

Lee et al. [21] proposed an approach for tracking in
cameras with overlapping FOV’s that did not require expli-
cit calibration. The camera calibration information was
recovered by matching motion trajectories obtained from
different views and plane homographies were computed
from the most frequent matches. Khan and Shah [19]
avoided explicit calibration by using the field of view
(FOV) line constraints to handoff labels from one camera
to another. The FOV information was learned during a
training phase. Using this information, when an object
was viewed in one camera, all the other cameras in which
the object was visible could be predicted. Tracking in indi-
vidual cameras was needed to be resolved before handoff
could occur.

Most of the above mentioned tracking methods require
a large overlap in the FOVs of the cameras. This require-
ment is usually prohibitive in terms of cost and computa-
tional resources for surveillance of wide areas.

2.2. Multi-camera tracking methods for non-overlapping
views

To track people in an environment not fully covered by
the camera fields of view, Collins et al. [4] developed a sys-
tem consisting of multiple calibrated cameras and a site
model. Normalized cross correlation of detected objects

and their location on the 3D site model were used for track-
ing. Huang and Russel [13] presented a probabilistic
approach for tracking vehicles across two cameras on a
highway. The solution presented was application specific,
i.e., assumption of vehicles travelling in one direction, vehi-
cles being in one of three lanes, and solution formulation
for only two calibrated cameras. The appearance was mod-
eled by the mean of the color of the whole object, which is
not enough to distinguish between multi-colored objects
like people. Transition times were modeled as Gaussian
distributions and the initial transition probabilities were
assumed to be known. The problem was transformed into
a weighted assignment problem for establishing correspon-
dence. Huang and Russel also provided an online version
of their correspondence algorithm. The online algorithm
trades off correct correspondence accuracy with solution
space coverage, which forced them to commit early and
possibly make erroneous correspondences. Kettnaker and
Zabih [18] used a Bayesian formulation of the problem of
reconstructing the paths of objects across multiple cameras.
Their system required manual input of the topology of
allowable paths of movement and the transition probabili-
ties. The appearances of objects were represented by using
histograms. In Kettnaker and Zabih’s formulation, the
positions, velocities and transition times of objects across
cameras were not jointly modeled. However, this assump-
tion does not hold in practice as these features are usually
highly correlated.

Ellis et al. [23] determined the topology of a camera net-
work by using a two stage algorithm. First the entry and
exit zones of each camera were determined, then the links
between these zones across cameras were found using the
co-occurrence of entry and exit events. The proposed
method assumes that correct correspondences will cluster
in the feature space (location and time) while the wrong
correspondences will generally be scattered across the fea-
ture space. The basic assumption is that if an entry and exit
at a certain time interval are more likely than a random
chance then they should have a higher likelihood of being
linked. Recently, Stauffer [31] proposed an improved link-
ing method which tested the hypothesis that the correlation
between exit and entry events that may or may not contain
valid object transitions is similar to the expected correla-
tion when there are no valid transitions. This allowed the
algorithm (unlike [23]) to handle the case where exit—
entrance events may be correlated, but the correlation is
not due to valid object transitions. Rahimi and Darrell
[28] proposed a method to reconstruct the complete path
of an object as it moved in a scene observed by non-over-
lapping cameras and to recover the ground plane calibra-
tion of the cameras. They modeled the dynamics of the
moving object as a Markovian process. Given the location
and velocity of the object from the multiple cameras, they
estimated the trajectory most compatible with the object
dynamics using a non-linear minimization scheme. The
authors assumed that the objects moved on a ground plane
and that all trajectory data of the object was available.
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Therefore, the proposed approach was not suitable for an
online implementation.

Porikli [27] proposed a method to match object appear-
ances over non-overlapping cameras. In his approach, a
brightness transfer function (BTF) is computed for every
pair of cameras, such that the BTF maps an observed color
value in one camera to the corresponding observation in
the other camera. Once such a mapping is known, the cor-
respondence problem is reduced to the matching of trans-
formed histograms or appearance models. However, this
mapping, i.e., the BTF varies from frame to frame depend-
ing on a large number of parameters that include illumina-
tion, scene geometry, exposure time, focal length, and
aperture size of each camera. Thus, a single pre-computed
BTF cannot usually be used to match objects for moder-
ately long sequences. Recently, Shan et al. [30] presented
an unsupervised approach to learn edge measures for
appearance matching between non-overlapping views.
The matching was performed by computing the probability
of two observations from two cameras being generated by
the same or different object. Gaussian pdfs were used to
compute the same/different probabilities. The proposed
solution required the edge images of vehicles to be regis-
tered together. Note that the requirement for registering
object images might not be possible for non-rigid objects
like pedestrians. Moreover, this requirement also con-
strains the views of the objects in the different cameras to
be somewhat similar.

In this paper, we propose inter-camera appearance and
space-time relationship models for tracking that do not
assume

explicit camera calibration,

a site model,

presence of a single ground plane across cameras,

a particular non-overlapping camera topology,
constant illumination, or

constant camera parameters, for example, focal length
or exposure.

In the next section we present a probabilistic formula-
tion of the multi-camera tracking problem.

3. Formulation of the multi-camera tracking problem

Suppose that we have a system of r cameras C,C,..., C.
with non-overlapping views. Further, assume that there are
n objects pq,ps,...,p, in the environment (the number of
the objects is not assumed to be known). Each of these
objects is viewed from different cameras at different time
instants. Assume that the task of single camera tracking
is already solved, and let O be the set of all observations.
Moreover, let O; = {0;1,0;,,...,0;,,} be the set of m;
observations that were observed by the camera C;. Each
observation O;, is generated by an object in the field of
view of camera C;. The observations consist of two fea-
tures, appearance of the object O; (app) and space—time

features of the object O;,(st) (location, velocity, time
etc.). It is reasonable to assume that both O, (app) and
O;4(st) are independent of each other. The problem of
multi-camera tracking is to find which of the observations
in the system of cameras belong to the same object. It is
helpful to view the set of observations of each object as a
chain of observations with earlier observations preceding
the latter ones. The task of grouping the observations of
each object can then be seen as linking the consecutive
observations in each such chain. Since we have assumed
that the single camera tracking problem is solved, the
multi-camera tracking task is to link the observations of
an object exiting one camera to its observations entering
another camera, as the object moves through the system
of cameras.

For a formal definition of the problem, let a hypothe-
sized correspondence between two consecutive observa-
tions, i.e., exit from one camera and entrance into
another, O;, and 0;,, respectively, be denoted as k/”.
Moreover, Let ¢,;» be a binary random variable which is

true if and only if k{f is a valid hypothesis, i.e., O;, and
O, are consecutive observations of the same object. We
need to find a set of correspondences K = {k/”,...} such

that &/ € K if and only if ¢, is true.

Let X be the solution space of the multi-camera tracking
problem. From the above discussion, we know that each
observation of an object is preceded or succeeded by a
maximum of one observation (of the same object). Hence,
if K is a candidate solution in X, then for all {k/", k;¢} C K,
(i,a) # (p,c) A (7,b) # (r,e). In addition, let @, be a random
variable which is true if and only if K represents a valid
set of correspondences, i.c., all correspondences are cor-
rectly established. We want to find a feasible solution in
the space  of all feasible solutions that maximizes the like-
lihood, i.e.,

K' = argmax P(O|®x = true).
KeX
Assuming that each correspondence, i.e., a matching be-

tween two observations, is conditionally independent of
other observations and correspondences, we have:

P(O|®y = true) = H P(Om, Ojpl b0 = true). (1)
ek -

ia

Using the above equation along with the independence of
observations O; ,(app) and O; ,(st), for all a and j, we have,

P(O|Px = true) = H (P(O,-,a(app), OI-A,,(app)|c],’>k{:{z: = true)

Wlek

ia

P(O,;a(st), 0;(51) b1 = true)) NG

Thus the following term gives us the solution:

K' = arg max k,H (P(Of,a(app), Ojﬁ,,(app)|q5k£.j = true)
bek

P (O;,a (s1),0;p(st)| 0 = true)
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This is equivalent to maximizing the following term,

K'= argmax log (P(Oz-,a(app),Osz(app)l%;; = true)

Klek

P (0,-,5, (s7) ,. 0;4(51) b1 = true)) . (3)

In order to obtain the ML estimate we need to know the
space-time and appearance probability density functions.
This issue is discussed in the next two sections.

4. Learning inter-camera space—time probabilities

Learning is carried out by assuming that the correspon-
dences are known. One way to achieve this is to use only
appearance matching for establishing correspondence since
space-time relationships between cameras are unknown.
Note that during training it is not necessary to correspond
all objects across cameras. Only the best matches can be
used for learning.

Suppose we have a sample S consisting of n, d dimen-
sional, data points x;,X»,...,X,, from a multi-variate distri-
bution p(x). If the data is continuous, then the Parzen
windows technique [7,35] can be used to estimate its den-
sity. In our case, the position/time feature vector x, used
for learning the space-time pdfs from camera C; to C,
ie., P(O;4(sp),0;s(sp)|¢,i» = true), is a vector, consisting
of the exit and entry locations in cameras, indices of entry
and exit cameras, exit velocities, and the time interval
between exit and entry events. The camera indices are trea-
ted as discrete features while the rest of the vector compo-
nents are treated as continuous data. Since we have a
mixed, i.e., continuous and discrete, data Parzen windows
cannot be used directly to estimate the pdf. We have used
a mixed density estimator proposed by Li and Racin [22]
to obtain the space-time pdf. Let x = (x’,x”), where x’ is
a d’ dimensional vector representing the continuous com-
ponents of x. x” is a ¢’ dimensional vector representing
the discrete components and d = d’' + d’. In addition, Let
x] be the tth component of x” and suppose that x/ can

assume ¢, > 2 different values, where (r=1,2, ...,d").
The mixed density estimator is defined as

1 | < |
~ I H -3 H7§ ! _ / " // 4
p(x) = |H| D r(H X = X)) (", 2, ), (4)

i=1

where the d' variate kernel k(x’), for continuous compo-
nents, is a bounded function satisfying [x(x')dx’ = 1, and
H is the symmetric d’ X d’ bandwidth matrix. y is a multi-
variate kernel function for discrete components, defined as

VXX ) = a1 = O (" (5)

where dif;, = d" — " (! —x!,), and £ is the indicator
function, { is the scalar discrete bandwidth parameter,
and ¢, = [[_, o Q+1 is a normalization constant.

The multivariate kernel k(x’) can be generated from a
product of symmetric univariate kernels 1, i.e.,

k(x') = H‘f;lrcu(x;) We use univariate Gaussian kernels

to generate k(x’). Moreover, to reduce the complexity, H
is assumed to be a diagonal matrix, i.e., H = diag
[h1,h3,... k5], and the smoothing parameter for discrete
variables { is chosen to be the same for both discrete com-
ponents. The value of { is chosen to extremely small
(approaching zero) because we do not want transitions
across a pair of cameras being smoothed over and affecting
transition probabilities between other cameras.

Each time, a correspondence is made during the training
phase, the observed feature is added to the sample S. The
observations of an object exiting from one camera and
entering into another are separated by a certain time inter-
val. We refer to this interval as inter-camera travel time.
Following are some key observations that are modeled by
the proposed system.

e The dependence of the inter-camera travel time on the
magnitude and direction of motion of the object.

e The dependence of the inter-camera travel time interval
on the location of exit from one camera and location of
entrance in the other.

e The correlation among the locations of exits and
entrances in cameras.

Since the correspondences are known in the training
phase, the likely time intervals and exit/entrance locations
are learned by estimating the pdf. The reason for using the
kernel density estimation approach is that, rather than
imposing assumptions, the nonparametric technique allows
us to directly approximate the d dimensional density
describing the joint pdf. It is also guaranteed to converge
to any density function with enough training samples [7].
Moreover, it does not impose any restrictions on the shape
of the function, neither does it assume independence
between the feature set.

5. Estimating change in appearances across cameras

In addition to the space-time information, we want to
model the changes in the appearance of an object from
one camera to another. The idea here is to learn the change
in the color of objects, as they move between the cameras,
from the training data and use this as a cue for establishing
correspondences. One possible way of doing this was pro-
posed by Porikli [27]. In his approach, a brightness transfer
function (BTF) f}; is computed for every pair of cameras C;
and C;, such that f;; maps an observed brightness value in
Camera C; to the corresponding observation in Camera
C;. Once such a mapping is known, the correspondence
problem is reduced to the matching of transformed histo-
grams or appearance models. Note that a necessary condi-
tion, for the existence of a one-to-one mapping of
brightness values from one camera to another, is that the
objects are planar and only have diffuse reflectance. More-
over, this mapping is not unique and it varies from frame
to frame depending on a large number of parameters that
include illumination, scene geometry, exposure time, focal
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length, and aperture size of each camera. Thus, a single
pre-computed mapping cannot usually be used to match
objects for any moderately long sequence.

In the following subsections, we show that despite a
large number of unknown parameters, all BTFs from a
given camera to another camera lie in a low dimensional
subspace. Moreover, we present a method to learn this sub-
space from the training data and use this information to
determine how likely it is for observations in different cam-
eras to belong to the same object. In other words, given
observations O; ,(app) and O;,(app) from cameras C; and
C;, respectively, and given all possible brightness transfer
functions from camera C; to camera C;, we want to esti-
mate the probability that the observations O;,(app) and
O, »(app) belong to the same object.

5.1. The space of brightness transfer functions

Let L{p.t) denote the scene reflectance at a (world) point
p of an object that is illuminated by white light, when
viewed from camera C; at time instant 7. By the assumption
that the objects do not have specular reflectance, we may
write L{p,t) as a product of (a) material related terms,
M{p,t) = M(p) (for example, albedo) and (b) illumina-
tion/camera geometry and object shape related terms,
G{p.1), i.e.,
Li(pvt) :M(p)G,(_p,t) (6)
The above given model is valid for commonly used Bi-
directional Reflectance Distribution Function (BRDF),
such as, the Lambertian model and the generalized Lam-
bertian model [26] (see Table 1). By the assumption of pla-
narity, G{p,t) = G{q,t) = G(t), for all points p and ¢ on a
given object. Hence, we may write, L{(p,t) = M(p)GA1).
The image irradiance E{p,t) is proportional to the scene
radiance L{p,t) [12], and is given as:

Ei(p,t) = Li(p, )Y (1) = M(p)Gi() Y:(2), (7)

where Y;(¢) = %(%)2 cos* oy (p, 1) = %(%)26” is a function
of camera parameters at time ¢. /1,(¢) and d{¢) are the focal
length and diameter (aperture) of lens, respectively, and
a(p,t) is the angle that the principal ray from point p makes
with the optical axis. The fall off in sensitivity due to the
term cos’op,f) over an object is considered negligible

[12] and may be replaced with a constant c.

Table 1

Commonly used BRDF models that satisfy Eq. (6)

Model M G

Lambertian P Lcos0;

Generalized Lambertian p LeosO;[1 - 0055233 + U‘gif]“(;)

x cos(¢; — ¢,) sinatan fi]

The subscripts i and r denote the incident and the reflected directions
measured with respect to surface normal. [ is the source intensity, p is the
albedo, ¢ is the surface roughness, « = max(0;0,) and = min(6,,0,). Note
that for generalized Lambertian model to satisfy Eq. (6), we must assume
that the surface roughness o is constant over the plane.

If X(¢) is the time of exposure, and g; is the radiometric
response function of the camera C;, then the measured
(image) brightness of point p, B/(p,t), is related to the image
irradiance as
Bi(p.1) = &(Ei(p,1)X:(1)) = &;(M(p)G:(0) Yi()Xi(1)),  (8)
i.e., the brightness, B{p,f), of the image of a world point p
at time instant ¢z, is a nonlinear function of the product of
its material properties M(p), geometric properties Gy1),
camera parameters, Y{¢) and Xj(¢). Consider two cameras,
C;and C;, assume that a world point p is viewed by cameras
C;and C; at time instants ¢; and #;, respectively. Since mate-
rial properties M of a world point remain constant, we
have,

-1 -1(B. )
M(_P) _ Ggl (Bi(p? tl)) _ gj (B/(.p7 t])) . (9)

() Yi(t)Xi(t)  Gi())Y,(8)X,(1))

Hence, the brightness transfer function from the image of
camera C; at time ¢; to the image of camera C; at time ¢;

is given by:
_(G)Y)X(y)
Bi(p,1)) = g, <Wg (Bi(p; fi))>
=g, (wti,1))g; " (Bi(p, 1)), (10)

where w(#,2)) is a function of camera parameters and illumi-
nation/scene geometry of cameras C; and C; at time in-
stants #; and ¢, respectively. Since Eq. (10) is valid for
any point p on the object visible in the two cameras, we
may drop the argument p from the notation. Also, since
it is implicit in the discussion that the BTF is different for
any two pair of frames, we will also drop the arguments
t;and ¢; for the sake of simplicity. Let f;; denote a BTF from
camera C; to camera C;, then,

B; = g;(we; ' (B:)) = fi;(B)). (11)

In this paper we use a non-parametric form of the BTF by
sampling f;; at a set of fixed increasing brightness values
B(1) < B{2) <.-- < B{n), and representing it as a vector.
That is, (B(1),...,B(n)) = (f{BA1)),....fi{B{(n))). We de-
note the space of brightness transfer functions (SBTF)
from camera C; to camera C; by I';;. It is easy to see that
the dimension of I'; can be at most dp,x, Where dyay is
the number of discrete brightness values (For most imaging
systems, dp.x = 256). However, the following theorem
shows that BTFs actually lie in a small subspace of the d,,,x
dimensional space (Please see Appendix A for proof).

Theorem 1. The subspace of brightness transfer functions I';;
has  dimension at most m if for all a,x€R,
gj(ax) = > ru(a)s,(x), where g; is the radiometric
response function of camera C;, and for all u, 1 <u <m, r,
and s, are arbitrary but fixed 1D functions.

From Theorem 1, we see that the upper bound on the
dimension of subspace depends on the radiometric
response function of camera C;. Though, the radiometric
response functions are usually nonlinear and differ from
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one camera to another. They do not have exotic forms and
are well-approximated by simple parametric models. Many
authors have approximated the radiometric response func-
tion of a camera by a gamma function [8,24], i.e.,
g(x) = Ax" + u. Then, for all a,x € R,

glax) = Aax)" + u = A@’x" + u = ri(a)s;(x) + r2(a)s2(x),

where, ri(a)=d’, si(x)=/x", rya)=1, and s5(x)=p.
Hence, by Theorem 1, if the radiometric response function
of camera C;is a gamma function, then the SBTF I'; has
dimensions at most 2. As compared to gamma functions,
polynomials are a more general approximation of the
radiometric response function. Once again, for a degree ¢
polynomial g(x) = >7 j1,x* and for any a,x € R, we can
write g(ax) =>.7_r.(a)s,(x) by putting ra)=a" and
s(x) = A,x", for all 0 < u < ¢g. Thus, the dimension of the
SBTF I';is bounded by one plus the degree of the polyno-
mial that approximates g;. It is stated in [10] that most of
the real world response functions are sufficiently well
approximated by a low degree polynomial, e.g., a polyno-
mial of degree less than or equal to 10. Thus, given our
assumptions, the space of inter-camera BTFs will also be
a polynomial of degree less than or equal to 10.

In Fig. 2, we show empirically that the assertions made
in this subsection remain valid for real world radiometric
response functions. In the next subsection, we will give a
method for estimating the BTFs and their subspace from
training data in a multi-camera tracking scenario.

100

98

96

94

—— Agfa Color Futura 100 Red

—— Agfa color HDC 100 plus Green
—— Agfacolor Ultra 050 plus Green
—— Agfachrome RSX2 050 Blue

—— Kodak Ektachrome100 plus Green

Percent of total Variance

92

—— Gamma Curve, y=04

—— Cannon Optua

—— Sony DXC950

—— Fuji F400 Green

—— Kodak Max Zoom 800 Green

90

1 1 1 1 y

L
1 2 3 4 5 6 7 8
Principal Components

Fig. 2. Plots of the percentage of total variance accounted by m principal
components (x-axis) of the subspace of brightness transfer functions from
synthetic camera C; to camera C;. Note that each synthetic camera was
assigned a radiometric response function of a real world camera/film and a
collection of BTFs was generated between pairs of synthetic cameras by
varying w in the Eq. (11). PCA was performed on this collection of BTFs.
The plot confirms that a very hight percentage of total variance is
accounted by first 3 or 4 principal components of the subspace. (For
interpretation of the references to color in this figure legend, the reader is
referred to the web version of this paper.)

5.2. Estimation of inter-camera BTFs and their subspace

Consider a pair of cameras C; and C;. Corresponding
observations of an object across this camera pair can be
used to compute an inter-camera BTF. One way to deter-
mine this BTF is to estimate the pixel to pixel correspon-
dence between the object views in the two cameras (see
Eq. (11)). However, self occlusion, change of scale and
geometry, and different object poses can make finding pixel
to pixel correspondences from views of the same object in
two different cameras impossible. Thus, we employ normal-
ized histograms of object brightness values for the BTF
computation. Such histograms are relatively robust to
changes in object pose [32]. In order to compute the
BTF, we assume that the percentage of image points on
the observed object O, (app) with brightness less than or
equal to B; is equal to the percentage of image points in
the observation O; ;(app) with brightness less than or equal
to B;. Note that, a similar strategy was adopted by Gross-
berg and Nayar [9] to obtain a BTF between images taken
from the same camera of the same view but in different illu-
mination conditions. Now, if H; and H; are the normalized
cumulative histograms of object observations /; and I,
respectively, then H{B;) = H{(B;) = H(f,(B;)). Therefore,
we have

Ji(Bi) = H} ' (Hi(B)), (12)

where H~! is the inverted cumulative histogram.

As discussed in the previous sub-section, the BTF
between two cameras changes with time due to illumina-
tion conditions, camera parameters, etc. We use Eq. (12)
to estimate the brightness transfer function f;; for every pair
of observations in the training set. Let F; be the collection
of all the brightness transfer functions obtained in this
manner, i.e., {fin}.n € {1,...,N}. To learn the subspace
of this collection we use the probabilistic Principal Compo-
nent Analysis PPCA [34]. According to this model a dp,ax
dimensional BTF f;; can be written as

Here y is a normally distributed ¢ dimensional latent (sub-
space) variable, ¢ < dpax, W 1S a diyax X ¢ dimensional pro-
jection matrix that relates the subspace variables to the
observed BTF, f; is the mean of the collection of BTFs,
and e is isotropic Gaussian noise, i.e., € ~ N(0,6°I). Given
that y and e are normally distributed, the distribution of
[ is given as

fij ~ /V(fTJ, Z)a (14)

where Z = WWT + ¢°I. Now, as suggested in [34], the pro-
jection matrix W is estimated as

W = U,(E, — ¢°)'"R, (15)

where the ¢ column vectors in the dpax X ¢ dimensional U,
are the eigenvectors of the sample covariance matrix of Fy,
E, is a g x g diagonal matrix of corresponding eigenvalues
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A1-..,44 and R is an arbitrary orthogonal rotation matrix
which can be set to an identity matrix for computational
purposes. The value of ¢ which is the variance of the
information ‘lost’ in the projection, is calculated as

1 dmax
P Y (16)
dmax -9 v;l

Once the values of ¢> and W are known, we can compute
the probability of a particular BTF belonging to the
learned subspace of BTFs by using the distribution in
Eq. (14).

Note that till now we have been dealing with only the
brightness values of images and computing the brightness
transfer functions. To deal with color images we treat each
channel, i.e., R, G, and B separately. The transfer function
for each color channel is computed exactly as discussed
above. The subspace parameters W and ¢° are also com-
puted separately for each color channel. Also note that
we do not assume the knowledge of any camera parameters
and response functions for the computation of these trans-
fer functions and their subspace.

5.3. Computing object color similarity across cameras using
the BTF subspace

The observed color of an object can vary widely across
multiple non-overlapping cameras due to change in scene
illumination or any of the different camera parameters like
gain and focal length. Note that, the training phase pro-
vides us the subspace of color transfer functions between
the cameras, which models how colors of an object can
change across the cameras. During the test phase, if the
mapping between the colors of two observations is well
explained by the learned subspace then it is likely that these
observations are generated by the same object. Specifically,
for two observations O;, and O;;, with color transfer func-
tions (whose distribution is given by Eq. (14))
ff,f and f, we define the probability of the observations

[N N
belonging to same object as

P.;(Ora(app), O, (app)|K)2)

_ L ) e () (17)
che(RG.) (2m)2|Z" 2
where Z = WW' + ¢°1. The ch superscript denotes the col-
or channel for which the value of Z and f;; were calculated.
For each color channel, the values of W and ¢° are com-
puted from the training data using Egs. (15) and (16),
respectively.

6. Establishing correspondences

Recall from Section 3, that the problem of multi-camera
tracking is to find a set of correspondences K’, such that,
each observation is preceded or succeeded by a maximum
of one observation, and that maximizes the likelihood, i.e.,

K' = argmax > log (P(Osu(app), Oyslapp) |y = true)

drex
P (O,«va (s1),0,5(st)| 0 = true)

The problem of finding the ML solution can be modeled as
a graph theoretical problem as follows: We construct a di-
rected graph such that for each observation O;,, there is a
corresponding vertex in the directed graph, while each
hypothesized correspondence kz/(l; is modeled by an arc
from the vertex of observation 0',-7,, to the vertex of obser-
vation O;,. The weight of this arc of the hypothesized cor-
respondence k/” is computed from the space-time and
appearance probability terms, in the summation in Eq.
(3). Note that these probabilities are computed using the
methods described in Sections 4 and 5. With the constraint
that an observation can correspond to at most one succeed-
ing and one preceding observation, it is easy to see that
each candidate solution is a set of directed paths (of length
0 or more) in this graph. Also, since each observation cor-
responds to a single object, each vertex of the graph must
be in exactly one path of the solution. Hence, each candi-
date solution in the solution space is a set of directed paths
in the constructed graph, such that each vertex of the graph
is in exactly one path of this set. Such a set is called vertex
disjoint path cover of a directed graph. The weight of a
path cover is defined by the sum of all the weights of the
edges in the path cover. Hence, a path cover with the max-
imum weight corresponds to the solution of the ML prob-
lem as defined in Eq. (3).

The problem of finding a maximum weight path cover
can be optimally solved in polynomial time if the directed
graph is acyclic [29]. Recall that 7’ defines the hypothesis
that the observations O, , and O, are consecutive observa-
tions of the same object in the environment, with the obser-
vation O;, preceding the observation O;;. Thus, by the
construction of graph, all the arcs are in the direction of
increasing time, and hence, the graph is acyclic. The maxi-
mum weight path cover of an acyclic directed graph can be
found by reducing the problem to finding the maximum
matching of an undirected bipartite graph. This bipartite
graph is obtained by splitting every vertex v of the directed
graph into two vertices v~ and v* such that each arc com-
ing into the vertex v is substituted by an edge incident to
the vertex v~, while the vertex v* is connected to an edge
for every arc going out of the vertex v in the directed graph
(The bipartite graph obtained from the directed graph is
shown in Fig. 3). The edges in the maximum matching of
the constructed bipartite graph correspond to the arcs in
the maximum weight path cover of the original directed
graph. The maximum matching of a bipartite graph can
be found by an O(n*°) algorithm by Hopcroft and Karp
[11], where n is the total number of vertices in graph G,
i.e., the total number of observations in the system. The
method described above, assumes that the entire set of
observations is available and hence cannot be used in real
time applications. One approach to handle this type of
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Fig. 3. An example of split graph (constructed from the directed graph)
that formulates the multi-camera tracking problem. Each vertex of the
directed graph is splitted into + (exit) and — (entry) vertices, such that the
+ vertex is adjacent to an edge for each arc going out of the vertex and the
— vertex is adjacent to an edge for each arc coming into the vertex. The
weight of an edge is the same as the weight of the corresponding arc. The
graph is bipartite, since no + vertex is adjacent to a + vertex and no —
vertex is adjacent to a — vertex.

problem in real time applications is to use a sliding window
of a fixed time interval. This approach, however, involves a
tradeoff between the quality of results and the timely avail-
ability of the output. In order to avoid making erroneous
correspondences, we adaptively select the size of sliding
window in the online version of our algorithm. This is
achieved by examining the space—time pdfs for all observa-
tions (tracks) in the environment that are not currently vis-
ible in any of the cameras in the system and finding the
time interval after which the probability of reappearance
of all these observations in any camera is nearly zero.
The size of sliding window is taken to be the size of this
time interval, and the correspondences are established by
selecting the maximum weight path cover of the graph
within the window.

7. Results

In this section, we present the results of the proposed
method in three different multi-camera scenarios. The sce-
narios differ from each other both in terms of camera
topologies and scene illumination conditions, and include
both indoor and outdoor settings. Each experiment con-
sists of a supervised training phase and a testing phase.
In both phases, the single camera object detection and
tracking information is obtained by using the method pro-
posed in [15]. In the training phase, the known correspon-
dence information is used to compute the kernel density of
the space-time features (entry and exit locations, exit veloc-
ity and inter-camera time interval) and the subspaces of
transfer functions for each color channel (red, blue, and
green). In the testing phase, these correspondences are
computed using the proposed multi-camera correspon-
dence algorithm. The performance of the algorithm is ana-
lyzed by comparing the resulting tracks to the ground
truth. We say that an object in the scene is tracked correctly
if it is assigned a single unique label for the complete dura-

1.00
0.95 1
0.90 b -
BTracking Results
0.85 4 1 - -, (spatial)
0.80 4 — | | |mTracking Resuts BTF
: subspace)
0.75 o — || |OTracking Results (Joint)
0.70 A — —— -
0.65 | . — -
0.60 L

Sequence 1 Secquence 2 Sequence 3

Fig. 4. Tracking results: Tracking accuracy for each of the three sequences
computed for three different cases. (1) By using only space—time model, (2)
by using only appearance model, and (3) both models. The results improve
greatly when both the space-time and appearance models are employed
for establishing correspondence. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this

paper.)

tion of its presence in the area of interest. The tracking
accuracy is defined as the ratio of the number of objects
tracked correctly to the total number of objects that passed
through the scene.

In order to determine the relative significance of each
model and to show the importance of combining the
space-time information with the appearance matching
scheme, for each multi-camera scenario, the correspon-
dences in the testing phase are computed for three different
cases separately, by using (i) only space-time model, (ii)
only appearance model, and (iii) both models. The results
of each of these cases are analyzed by using the above
defined tracking accuracy as the evaluation measure. These
results are summarized in Fig. 4 and are explained below
for each of the experimental setup.

The first experiment was conducted with two cameras,
Camera 1 and Camera 2, in an outdoor setting. The cam-
era topology is shown in Fig. 5(a). The scene viewed by
Camera 1 is a covered area under shade, whereas Camera
2 views an open area illuminated by the sunlight (please
see Fig. 7). It can be seen from the figure that there is a
significant difference between the global illumination of
the two scenes, and matching the appearances is consider-
ably difficult without accurate modeling of the changes in
appearance across the cameras. Training was performed
by using a 5 min sequence. The marginal of the space-time
density for exit velocities from Camera 2 and the inter-
camera travel time interval is shown in Fig. 5(b). The mar-
ginal density shows a strong anti-correlation between the
two space-time features and complies with the intuitive
notion that for higher velocities there is a greater probabil-
ity that the time interval will be less, whereas a longer time
interval is likely for slower objects. In Fig. 6 the transfer
functions obtained from the first five correspondences
from Camera 1 to Camera 2 are shown. Note that lower
color values from Camera 1 are being mapped to higher
color values in Camera 2 indicating that the same object
is appearing much brighter in Camera 2 as compared to
Camera 1.
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Fig. 5. (a) Two camera configuration for the first experiment. Field-of-view of each camera is shown with triangles. The cameras were mounted
approximately 10 yards apart. It took 7-12 seconds for a person walking at normal speed to exit from the view of Camera 1 and enter Camera 2. The green
region is the area covered by grass, most people avoid walking over it. (b) The marginal of the inter-camera space-time density (learned from the training
data) for exit velocities of objects from Camera 2 and the time taken by the objects to move from Camera 2 to Camera 1. Note if the object velocity is high
a lesser inter-camera travel time is more likely, while for objects moving with lower velocities a longer inter-camera travel time is more likely. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this paper.)
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Fig. 6. The transfer functions for the R,G and B color channels from Camera 1 to Camera 2, obtained from the first five correspondences from the
training data. Note that mostly lower color values from Camera 1 are being mapped to higher color values in Camera 2 indicating that the same object is
appearing much brighter in Camera 2 as compared to Camera 1. (For interpretation of the references to color in this figure legend, the reader is referred to

the web version of this paper.)

The test phase consisted of a 12 minutes long sequence.
In this phase, a total of 68 tracks were recorded in the indi-
vidual cameras and the algorithm detected 32 transitions
across the cameras. Tracking accuracy for the test phase
is shown in Fig. 4.

Our second experimental setup consists of three cam-
eras, Camera 1, Camera 2, and Camera 3, as shown in
Fig. 8(a). The field-of-view of each camera is also shown
in the figure. It should be noted that there are several paths
from one camera to the other, which make the sequence
more complex. Training was done on a 10 min sequence
in the presence of multiple persons. Fig. 8(b) shows the
probabilities of entering Camera 2 from Camera 1, that

were obtained during the training phase. Note that people
like to take the shortest possible path between two points.
This fact is clearly demonstrated by the space-time pdf,
which shows a correlation between the y-coordinates of
the entry and exit locations of the two cameras. That is,
if an object exits Camera 1 from point A, it is more prob-
able that it will enter Camera 2 at point C rather than point
D. The situation is reversed if the object exits Camera 1
from point B. Testing was carried out on a 15min
sequence. A total of 71 tracks in individual cameras were
obtained and the algorithm detected 45 transitions within
the cameras. The trajectories of the people moving through
the scene in the testing phase are shown in Fig. 9. Note that
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Fig. 7. Frames from sequence 1. Note that multiple persons are
simultaneously exiting from Camera 2 and entering at irregular intervals
in Camera 1. The first camera is overlooking a covered area while the
second camera view is under direct sun light, therefore the observed color
of objects is fairly different in the two views (also see Fig. 12). Correct
labels are assigned in this case due to accurate color modeling. (For
interpretation of the references to color in this figure legend, the reader is
referred to the web version of this paper.)

Camera 3

Camera 2

Camera 1

people did not stick to a narrow path between Camera 1
and Camera 2, but this did not affect the tracking accuracy
and all the correspondences were established correctly
when both space-time and appearance models were used
(see Fig. 4). Fig. 15 shows some tracking instances in this
sequence. In the third experiment, three cameras Camera
1, Camera 2, and Camera 3 were used for an indoor/out-
door setup. Camera 1 was placed indoor while the other
two cameras were placed outdoor. The placements of the
cameras along with their fields of view are shown in
Fig. 10. Training was done on an 8 min sequence in the
presence of multiple persons. Testing was carried out on
a 15 min sequence. Fig. 11 shows some tracking instances
for the test sequence. The algorithm detected 49 transitions
among the total of 99 individual tracks that were obtained
during this sequence, out of which only two correspon-
dences were incorrect. One such error was caused by a per-
son staying, for a much longer than expected duration, in
an unobserved region. That is, the person stood in an
unobserved region for a long time and then entered another
camera but the time constraint (due to the space-time
model) forced the assignment of a new label to the person.
Such a scenario could have been handled if there were sim-
ilar examples in the training phase. The aggregate tracking
results for the sequence are given in Fig. 4. It is clear from
Fig. 4 that both the appearance and space-time models are
important sources of information as the tracking results
improve significantly when both the models are used
jointly.

In Table 2, we show the number of principal compo-
nents that account for 99% of the total variance in the
inter-camera BTFs computed during the training phase.

Space-Time Density Marginal

Fig. 8. (a) Camera setup for sequence 2. Camera 2 and Camera 3 were mounted approximately 30 yards apart, while the distance between Camera 1 and
Camera 2 was approximately 20 yards. It took 8-14 seconds for a person walking at normal speed to exit from the view of Camera 1 and enter Camera 2.
The walking time between Camera 2 and 3 was between 10 and 18 s. The green regions are patches of grass. The points A and D are locations where people
exited and/or entered the camera field of view. (b) The marginal of the inter-camera space-time density for exit location of objects from Camera 1 and
Entry location in Camera 2. In the graph the y coordinates of right boundary of Camera 1 and left boundary of Camera 2 are plotted. Since most people
walked in a straight path from Camera 1 to Camera 2, i.e., from locations A to C and from B to D as shown in (a), thus corresponding locations had a
higher probability of being the exit/entry locations of the same person. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this paper.)
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Cam?2

Cam3

Fig. 9. Trajectories of people for the camera setup 2. Trajectories of the same person are shown in the same color. There were a total of 27 people who
walked through the environment. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this paper.)

F! Camera 1

Camera 2

Camera 3

Fig. 10. Camera setup for sequence 3. It is an Indoor/Outdoor Sequence.
Camera 3 is placed indoor while Cameras 1 and 2 are outdoor. The
distance between camera 3 and the other two cameras is around 20 m.

About 40 correspondences were used for training, for each
camera pair between which there was a direct movement of
people, i.e., without going through an intermediate camera

Cam 3

Cam 2

view. Even though the experimental setup does not follow
the assumptions of Section 5, such as planarity of objects,
the small number of principal components indicates that
the inter-camera BTFs lie in a low dimension subspace
even in more general conditions.

In order to demonstrate the superiority of the subspace
based method we compare it with the direct use of colors
for tracking. For direct color base matching, instead of
using Eq. (17) for the computation of appearance probabil-
ities P;;(O;4(app), O;s(app)|k}2), we define it in terms of the
Bhattacharraya distance between the normalized histo-
grams of the observations O;, and O, i.e.,

P.j(04(app), O (app)|k}D) = ye Pt (18)

where 4; and /; are the normalized histograms of the obser-
vations O;, and O;; and D is the modified Bhattacharraya
distance [5] between two histograms and is given as

D(hiahj) = \/1 - Z:nzl \ ili,vilj,va (19)

where m is the total number of bins. The Bhattacharraya
coefficient ranges between zero and one and is a metric.

Fig. 11. Frames from sequence 3 test phase. A person is assigned a unique label as it moves through the camera views. (For interpretation of the references
to color in this figure legend, the reader is referred to the web version of this paper.)
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Table 2
The number of principal components that account for 99% of the variance
in the BTFs

Sequence Camera No. of No. of principal No. of

No. pair principal components principal
components (Green) components
(Red) (Blue)

1 1-2 6 5 5

2 1-2 7 7 7

2 2-3 7 7 6

3 1-3 7 6 7

3 2-3 7 7 7

Note that for all camera pairs a maximum of 7 principal components were
sufficient to account for the subspace of the BTFs.

Once again, the tracking accuracy was computed for all
three multi-camera scenarios using the color histogram
based model (Eq. (18)). The comparison of the proposed
appearance modeling approach with the direct color based
appearance matching is presented in Fig. 13, and clearly
shows that the subspace based appearance model performs
significantly better.

For further comparison of the two methods, we consider
two observations, O, and Oy, in the testing phase, with his-
tograms H(O,) and H(Oy), respectively. We first compute a
BTF, f, between the two observations and reconstruct the
BTF, f°, from the subspace estimated from the training
data, i.e., f* = WW'(f — f) +f. Here W is the projection
matrix obtained in the training phase. The first observation
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Fig. 13. Tracking accuracy: comparison of the BTF subspace based
tracking method to simple color matching. A much improved matching is
achieved in the transformed color space relative to direct color comparison
of objects. The improvement is greater in the first sequence due to the large
difference in the scene illumination in the two camera views. (For
interpretation of the references to color in this figure legend, the reader is
referred to the web version of this paper.)

O, is then transformed using f', and the histogram of the
object O, is matched with the histograms of both O, and
£°(0,) by using the Bhattacharraya distance. When both
the observations O, and O, belong to the same object,
the transformed histogram gives a much better match as
compared to direct histogram matching, as shown in Figs.
12 and 14. However, if the observations O, and O, belong
to different objects then the BTF is reconstructed poorly,
(since it does not lie in the subspace of valid BTFs), and
the Bhattacharraya distance for the transformed observa-
tion either increases or does not change significantly. The
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Fig. 12. (a) Observations O, and O, of the same object from Camera 1 and Camera 2, respectively from camera setup 1. (b) Histogram of observation O,
(All histograms are of the Red color channel). (c) Histogram of observation O,. The Bhattacharraya distance between the two histograms of the same
object is 0.537. (d) The Histogram of O, after undergoing color transformation using the BTF reconstruction from the learned subspace. Note that after
the transformation the histogram of (f°(0,)) looks fairly similar to the histogram of O,. The Bhattacharraya distance reduces to 0.212 after the
transformation. (e) Observation from Camera 1 matched to an observation from a different object in camera 2. (f and g) Histograms of the observations.
The distance between histograms of two different objects is 0.278. Note that this is less than the distance between histograms of the same object. (h)
Histogram after transforming the colors using the BTF reconstructed from the subspace. The Bhattacharraya distance increases to 0.301. Simple color
matching gives a better match for the wrong correspondence. However, in the transformed space the correct correspondence gives the least bhattacharraya
distance. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this paper.)
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Fig. 14. Row I: Observations from camera setup 3. The observations are of the same object from Camera 1 and Camera 2, respectively. Their blue channel
histograms are also shown. The last histogram is obtained after transforming the colors with a reconstructed BTF /* from the subspace. Note that the
Bhattacharraya distance (shown at the top of the histograms) improves significantly after the transformation. Row 2: Observations of different objects and
their blue channel histograms. Here there is no significant change in the Bhattacharraya distance after the transformation. Rows (3,4): Observations from
camera setup 2. Here the direct use of color histograms results in a better match for the wrong correspondence. However after the color transformation,
histograms of the same objects have the lesser Bhattacharraya distance between them. (For interpretation of the references to color in this figure legend,

the reader is referred to the web version of this paper.)

normalized reconstruction error of the BTF, f'-Recon-
struction Error = ||f — f']|/r, where 7 is a normalizing con-
stant, is also shown in the figures. The aggregate results
for the reconstruction error, for the BTFs between the
same object and also between different objects are given
in Table 3. The above discussion suggests the applicability
of the BTF subspace for the improvement of any multi-
camera appearance matching scheme that uses color as
one of its components.

Our multi-camera tracking system uses a client-server
architecture, in which a client processor is associated with

each camera. The advantage of this architecture is that
the computationally expensive tasks of object detection
and single camera tracking are performed at the client side,
while the server only performs the multi-view correspon-
dence. The communication between the client and server
consists of histogram and trajectory information of objects,
and this information is sent only when the objects exit or
enter the field of view of a camera. Note that, the server
does not use the images directly and thus the communica-
tion overhead is low. In our experiments, there was no sig-
nificant difference in frame rates between the two camera
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a camera 1 b camera 2 C camera 3

Fig. 15. Consistent labelling for camera setup 2. Rows 1 and 2: people enter Camera 3. Row 3: A new person enters Camera 2, note that he is given a
previously unassigned label. Rows 4-8: People keep on moving across cameras. All persons retain unique labels. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this paper.)
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Table 3
The average normalized reconstruction errors for BTFs between obser-
vations of the same object, and between observations of different objects

Sequence Average BTF reconstruction Average BTF reconstruction

No. error (correct matches) error (incorrect matches)
1 .0003 .0016
2 .0002 .0018
3 .0005 .0011

and three camera setups. A near real time implementation
(5-10 frame/s on a 1.6 GHz machine) of the proposed
multi-camera tracking approach was presented in a demo
[16].

8. Conclusions

In this paper, we present space-time and appearance
models for tracking objects across multiple non-overlap-
ping cameras. These models are learned in a training phase.
Using these models, we show that accurate tracking is
possible even when observations of the objects are not
available for relatively long periods of time due to non-
overlapping camera views. The spatio-temporal cues used
to constrain correspondences include inter-camera time
intervals, location of exit/entrances, and velocities of
objects. Moreover, for appearance matching, a novel
method of modeling the change of appearance across cam-
eras is presented. We show that given some assumptions,
all brightness transfer functions from a given camera to
another camera lie in a low dimensional subspace. We also
demonstrate empirically that even for real scenarios this
subspace is low dimensional. The knowledge of camera
parameters like focal length, aperture etc is not required
for computation of the subspace of BTFs. The proposed
system learns this subspace by using probabilistic principal
component analysis on the BTFs obtained from the train-
ing data and uses it for the appearance matching. The
space-time cues are combined with the appearance match-
ing scheme in a ML framework for tracking. We have pre-
sented results on realistic scenarios to show the validity of
the proposed approach.
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Appendix A

Proof of Theorem 1. Let g; and g; be the radiometric
response functions of cameras C; and C;, respectively. Also
assume that for all a,x € R, g;(ax) =" r,(a)s,(x),
where r,, and s, are some arbitrary (but fixed) 1D functions,
I <u<m. Let f; be a brightness transfer function from

camera C; to camera C;, then according to Eq. (11), f;; is
given as:

fi=g;(wg; ' (By))

= [2, (g (B:(1))). &, (g (Bi(2)),.-..&; (we; ' (Bi(n)))]"

Since g;(ax) = >, ru(a)s,(x), we may write f;; as follows:

m

Fi=ruw)[su(7 (Bi(1)))5 (&7 (Bi(2))) -5 (g (Bi(m)))]

u=1

— i ru(w)s, (g[’ ! (B,-))

Thus, each brightness transfer function fj; € I'; can be rep-
resented as a linear combination of m vectors, s,(g;' (B;)),
1 < u < m. Hence, the dimension of space I';; is at most m.
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