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Method 2: 86 67% Accuracy

(Current tests use four webcams in a similarly aligned hand-held configuration, arrows denote optical flow)

« Above data calculated from 600 training examples, 40 of each gesture
performed in two different locations by two people and 150 testing examples,
10 of each gesture performed in two different locations by a third person

Gathering Optical Flow

* Optical Flow: The apparent motion of objects, edges, and « |If the signs of those projections are equal, there is a constraint
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